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1. INTRODUCTION

This specification provides the facility and network features that are required to support the test and
evaluation (T&E) of electronic warfare (EW) systems where the test environment is composed of
distributed assets.  This specification is a bottom-up analysis of the distributed assets that might be
involved in a distributed EW T&E exercise and the data that must be distributed between these assets
during test execution.  One goal of the Threat Simulator Linking Activities (TSLA) is High-Level
Architecture (HLA) compliance.  The bottom-up analysis in this Network Requirements Specification will
be used in follow-on specifications (e.g., Software Requirement Specification) to determine issues related to
HLA compliance.  HLA compliance is not directly addressed in, nor guaranteed by, this specification.

The assets in a distributed EW T&E environment might include command, control, and
communication (C3), radars, aircraft, electronic countermeasure (ECM), terminal threats, and a test
director.  Each asset could be implemented as live (e.g., A simulation involving real people, operating real
systems), virtual (e.g.,  A simulation involving real people, operating simulated systems) or constructive
(e.g., Models and simulations that involve simulated people operating simulated systems).  The
implementation method will be transparent to the operation of the test if each asset is equipped with a
standard network interface and exchanges states using defined message structures.  By using a common
interface, a distributed, heterogeneous set of assets could successfully participate in a EW test environment.

There has already been a great deal of effort expended toward the goal of linking distributed assets.
One government/industry initiative to define an infrastructure for linking assets of various types at multiple
locations has been on-going for several years.  The result of the standardization efforts is IEEE Std.
1278.1, Standards for Distributed Interactive Simulation--Application Protocols (DIS).  The DIS
protocol standard has been in formal existence since 1993 and has been used successfully to link assets.
The IEEE standard and knowledge of DIS linking tests were considered during the development of the
network requirements for EW testing.

A new initiative has been undertaken by the Defense Modeling and Simulation Organization (DMSO)
to develop a High-Level Architecture (HLA), as defined in the DoD Modeling and Simulation Master Plan,
to facilitate the interoperability of all types of assets.  The result is an architecture for modeling and
simulation that includes a set of documentation guidelines (i.e., the HLA Object Model Template (OMT)),
an interface definition (i.e., the HLA Interface Specification), and a set of rules (i.e.,  the HLA Rules) that
must be used by all distributed, interacting assets.  Following the HLA documentation guidelines results in
a set of tables called a simulation object model (SOM).  The SOM is a hierarchical, object-oriented
description that defines, among other things, the data provided (published) and required (subscribed) during
the execution of each asset. Published and subscribed data are exchanged between assets using the set of
services defined in the Interface Specification and communicated via the Run-Time Infrastructure (RTI).
The implementation of the RTI is not an issue except that adequate performance must be realized in order
to meet the technical requirements (e.g., bandwidth, latency, etc.) of a particular linking exercise.

The DIS efforts center on the definition of the protocol data units (PDUs) necessary to effect a
distributed simulation.  The DIS efforts do not address architectural requirements related to transferring
PDUs between distributed assets.  Therefore, the DIS efforts might be loosely described as defining what
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must be transferred.  On the other hand, to date, HLA efforts have centered on defining an architecture to
enable distributed assets to exchange data.  This goal is achieved, in part, by defining a standard set of
services that distributed assets may use to interact with one another.  Therefore, the HLA efforts might be
loosely described as defining how data must be transferred.  Even though the HLA specification prescribes
the documentation format, the data elements that make up a SOM are not prescribed.  The HLA
specification allows individual assets the complete freedom to define the characteristics of their published
data.  This includes, among other things, the structure, resolution, measurement system, and coordinate
convention of each datum.

In an attempt to prototype the HLA, and to address the concerns of the user community, DMSO
organized groups of DOD simulations into application specific areas called prototype federations.  Each
prototype federation drafted a test plan to address issues related to the linking requirements anticipated
between the prototype federation members.  The engineering prototype federation included a large sample
of EW T&E assets.  The work products and test results of the engineering prototype federation were also
considered during the development of these network requirements for EW testing.

Previous specifications of this type (e.g., the Interface Control Document for the Engineering
Prototype Federation) define data requirements from the perspective an individual facility.  This approach
is understandable because first, many facilities are already organized around a common gateway, and
second, since many of these facilities have previously participated in DIS exercises, a facility perspective
allows the continued use of DIS PDUs.  In order that the common gateway model may be supported, this
specification continues the tradition of defining a facility.  Under the paradigm in this specification, a
facility is composed of one or more encapsulated assets and a facility controller.  For purposes of this
specification, an encapsulated asset is referred to as an entity.  An entity is always assumed to be
associated with a facility through the facility controller.  The data domain description and the encapsulation
of assets is explained in detail for each identified entity type.

The facility controller along with one or more associated entities are referred to collectively as a
facility.  The facility represents the point of physical connection to the network.  The facility controller
passes data and commands between facility assets and the network.  The physical and logical connections
between the facility controller and  its assets are not considered to be within the scope of HLA or within the
scope of this specification.  (However, communications between assets in the same facility can be made
HLA compliant, if desired.)  The logical connection to an entity, however, is an important part of the
definition of a facility and is discussed in detail for each identified entity type.  The continued use of DIS
PDUs is not currently recommended because it may not provide adequate message definition flexibility so
that bandwidth demands may be minimized.

Ordinarily, a requirements specification is devoted entirely to the statement of what is required.
However, in the present case, it was felt that many of the requirements might seem unusual, or at least
unfamiliar.  For this reason, this specification contains a considerable amount of explanatory material for
why certain things were required.  However, for convenience, the collection of data requirements for each
entity are presented together in an appendix.
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The explanation of the basis for requirements was most important in the area of the C3 entity.  While
often neglected, or completely absent in a typical one-on-one EW test, the C3 structure, and the related data
transfers to support it, become the dominant entity from the standpoint of data passing.

This effort was sponsored by the Joint Advanced Distributed Simulation (JADS) Joint Test Force.
Funding was provided by the DOD CROSSBOW Committee.  The work was performed by the Georgia
Tech Research Institute, with contributions from the Electronic Systems Laboratory, the Systems
Development Laboratory, and the Information Technology and Telecommunications Laboratory.

The authors wish to thank the JADS Program Office for their assistance during this effort, and, in
particular, for facilitating the collection of information in the form of the surveys, and for providing the
reports generated by the HLA Engineering Prototype Federation in a timely manner.  The authors also wish
to thank the personnel at all the test facilities who provided timely and thoughtful suggestions and review of
the ideas expressed in this specification.  Without the knowledge and experience imparted by these
professionals, this specification would have much less relevance.

1.1. SCOPE

This specification addresses the requirements for facilities to participate in a real-time distributed
simulation which has as its intent, the evaluation of electronic warfare systems, techniques and
applications.  The scope includes all entities which may participate in an air engagement or attack against
targets defended by an Integrated Air Defense System (IADS).  This specification defines each type of
entity expected to participate in such a simulation, and prescribes the requirements for input and output
data for each entity.  The implementation of constructive, virtual, and live entities are included within the
scope of this specification.  These entity implementation classes are defined here:

Live
A representation of military operations using operational personnel and equipment in which
simulated experiences are achieved in realistic conditions.  Typical live simulations are
operational testing, field exercises, training exercises and force-on-force exercises.
Participants in live simulation perceive the environment via actual sensors or directly with their
own eyes. [DIS]

A simulation involving real people operating real systems. [DOD 5000.59-P]

Virtual
Form of simulation in which entities exist in effect or in essence, although not in actual form,
so that sensing of or by other entities must be via the DIS protocol data unit stream.  When
participation in a DIS exercise requires significant compromise of vehicle dynamics, the
vehicle is then operating in the virtual mode. [DIS]

A simulation involving real people operating simulated systems.  Virtual simulations inject
human-in-the-loop (HITL) in a central role by exercising motor control skills (e.g., flying an
airplane), decision skills (e.g., committing fire control resources to action), or communication
skills (e.g., as members of a C4I team). [DOD 5000.59-P]
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Constructive
Models and simulations that involve simulated people operating simulated systems. [DIS]

Models and simulations that involve simulated people operating simulated systems.  Real
people stimulate (make inputs) to such simulations, but are not involved in determining the
outcomes. [DOD 5000.59-P]

1.2. REPORT ORGANIZATION

Section 2 introduces a high-level view of the assets which may participate in an EW test.  The
organization of assets and the terms entity and facility are also discussed.  Finally, Section 2 includes a
high-level discussion of the data sharing requirements between these facilities.

Section 3 introduces some concepts which surface in the definition of a distributed simulation that
might include of a combination of real, constructive and virtual entities.  Section 3 also addresses issues
concerning data that are communicated before or after a test versus the data that are communicated during
the execution of a test.  Some information must be shared by the assets prior to the beginning of the test,
possibly even prior to the existence of the federation execution.  Section 3 discusses the available options
and the recommended approach.

Section 4 defines the network operating modes.

Section 5 introduces each of the entities and defines the required encapsulation for these entities to
participate in the distributed environment.  The details on the data publication and subscription
requirements for each of these entities are provided in Appendix A.  For convenience, the data definitions
are provided in this appendix in alphabetical order.

The remaining Sections 5.12.1.5 through 9.4 address built in test (BIT) capability, fault reporting,
data storage requirements, network security, latency, and the implications for RTI.

Though this document is a specification, it also contains much explanatory material as well.  This was
considered appropriate and necessary to explain many of the specifications.  In order to simplify the
process of locating the actual requirements, these have been inserted in the appropriate section of the
document before the associated explanatory material.  The format of the requirements appears as in the
following example:

Req. X. Virtual entities that collect energy (RF, acoustic, laser, etc.) as part of their normal operation, shall
contain the equipment necessary to inject energy into the entity’s signal path.

2. GENERALIZED MODEL FOR VIRTUAL INTEGRATED AIR DEFENSE

The generalized model for an IADS and the associated information flows are shown in Figure 1.  To
simplify the figure, all possible assets have not been included, however, all assets were considered during
the generation of this specification.  In the model, the divisions are made along functional breaks and
nothing has been implied concerning facilities or the distribution of assets.  Several levels of encapsulation
must be considered before a distributed environment may be used to host the execution of the model in
Figure 1.  A detailed discussion of the levels of encapsulation is presented in Section   3.
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The generalized model is organized according to entity classes.  It does not show the standard control
flow typical of a command and control diagram.  Also, the figure uses the generic class Radar to denote all
types of radar (i.e., early warning, acquisition, tracking, airborne interceptor, etc.)  Because of the class
definitions (see Section 5.2.1) the actual weapons are in a separate class from the sensors.  The Threat
class has been defined to include all missiles and artillery.

Data Mode
Monitor
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ECM RF
Monitor

Environment
Monitor

RF Injection
Units ECM

Test Director

Real Time Data
Acquisition

Reduction / Display

Threat

Data Mode
Monitor

Environment
Monitor

Threat

Platform

C3C3

Monitor Data

A/C TSPI

ECM Mode

Engage Result

Target Assign

Threat Mode

HandoffDetection

RF Injection
Units

Radar

Platform
Sensors

Data Mode
Monitor

Environment
Monitor

Radar RF Injection
Units

Figure 1.  Conceptual Model of An Integrated Air Defense System.

3. FUNDAMENTAL CONCEPTS

There are several fundamental concepts that must be explained in detail before the specification can be
adequately communicated.  While some of these concepts are obvious on inspection, they are being
presented to help reduce uncertainty about the rationale behind choices for many of the data structures
defined in the sections which follow.

The first concept is a definition of the terms entity and facility.  These terms follow naturally from the
encapsulation of assets for operation in a digital data domain.  During the encapsulation process, questions
concerning data ownership versus data use come to the fore (e.g., an aircraft might own its own radar cross
section (RCS) data, but a radar is the consumer of RCS data).  The topics of data ownership, and data
exchange options for large blocks of static data are addressed.

Certain entity data elements may cause difficulty because different assets measure data with respect to
different coordinate systems or reference the measured data to different references.  The definitions for
location and the derivatives of location (i.e., velocity and acceleration) can cause difficulty if the
measurement assumptions are not explicitly stated.  Time is another troublesome variable that must be
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carefully defined.  The assumptions behind the entity data elements of location, velocity, acceleration, and
time are addressed.

The process of test execution is fairly well known.  The process of designing a test, organizing the
necessary assets, and activating the assets to the point just prior to test execution is not particularly well
known.  This process is called federation construction and is addressed.

Finally the assumptions that were made during the development of this specification are addressed.

3.1. ENTITY ENCAPSULATION

The first level of encapsulation recognizes the fact that many assets are inherently analog devices (e.g.,
radio frequency (RF)) which require some amount of instrumentation and/or analog-to-digital conversion
before the asset can interact across a digital network.  The distributed simulation community defines three
types of assets: Live, Virtual, and Constructive.  While each of these may normally exist in their own
laboratory or range setting, when they are interacting in a distributed environment, they must all also
“exist” in the data domain.  Live and virtual assets are almost by definition analog assets and will need to
be encapsulated in order to participate in a distributed test.  Hence, for live and virtual assets, it is
necessary to provide certain instrumentation which will convert the normal inputs and outputs, by which
these assets usually interact, into digital data. The distributed environment imposes additional
instrumentation requirements on live and virtual assets for quality assurance (QA) functions.  A high level
diagram of the entity encapsulation is shown in Figure 2.

Asset

Monitor

Stimulus

Environment

Entity

Figure 2.  Entity Encapsulation.

Constructive systems may already be digital in nature, however, in some cases legacy constructive
simulations may need additional hardware and/or software to be properly encapsulated as an entity.  Newly
developed constructive simulations may be coded to directly take advantage of the entity encapsulation
model.  In order to thoroughly explain the details of entity encapsulation, along with the various signal
injection and monitoring devices, a live radar is considered in a detailed example.  Encapsulations for the
remaining entity types are presented in Section 5.

In each case, the collection of data from an asset (live, virtual, or constructive), and the required
instrumentation to interface to the data domain shall be considered to be an entity for TSLA purposes.
This approach to entity definition permits the data interface to an entity to be the same, regardless of
whether it is live, virtual, or constructive.
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Using a radar entity as an example, the following section demonstrates the concepts of the real domain
and the data domain.  The example also indicates the type of instrumentation required to provide
conversions between the real domain and the data domain.

3.1.1. ENCAPSULATION EXAMPLE

A live radar interacts with its environment through the RF domain.  In certain cases (e.g., a live
asset within the normal operating space of the radar) all radar-to-asset interactions take place in the RF
domain and no data-domain conversions are necessary.  Because no digital data are exchanged, live entity
to live entity interactions in the RF domain at the same location are not considered to be interactions within
the scope of the TSLA network.

In other cases (e.g., the radar interacts with assets which are not within the normal operating
space of the radar, or the radar interacts with a virtual asset) radar-to-asset interactions cannot take place
in the RF domain.  Therefore, the radar must interact with these assets in the data domain.  This type of
interaction is considered to be a valid interaction within the scope of the TSLA network.  Figure 3 shows an
example of the encapsulation of a radar entity.

ENVIRONMENT
MONITOR

RADAR RF

DOMAIN

TARGET
INJECTION

ECM
INJECTION

DATA INTERFACE
CLUTTER

INJECTION

DATA
DOMAIN

RADAR ENTITY

ANTENNA
PATTERNS

}

CHAFF
INJECTION

RADAR
RF

MONITOR

DATA MODE
MONITOR

Figure 3.  Encapsulation of  Radar for Insertion in Data Domain.

The encapsulation, in addition to containing the actual radar asset, may also contain pre-
measured data (e.g., antenna pattern), signal injection equipment (e.g., target injection), dynamic
monitoring equipment (e.g., mode monitor), and QA monitoring equipment (e.g., RF mode monitor).  Part
of the challenge for real-time operation of an EW test involves determining which data are required during
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test execution versus which data are required either before or after test execution.  This trade-off is
discussed in detail in Section 3.3.  Fundamental to encapsulation are the various monitors and signal
injection units that are required for data conversion.  The function and data requirements for this
instrumentation are discussed in the next section.

3.1.2. MONITOR DESCRIPTION

Req. 1. Entities that emit energy (RF, acoustic, laser, etc.) as part of their normal operation, shall provide
monitors capable of measuring the actual emission, and be capable of providing data to indicate, at a
minimum, whether the measured emitted energy is consistent with the commanded or selected
emission.

Req. 2. The monitors for emission shall operate with the minimum possible latency between the time the
emission is commanded and the time the emission is verified.

Req. 3. Entities that are able to set their own operating modes based on entity data, and/or entity states
shall provide Data Mode Monitors capable of providing data to indicate the current operating mode.

Req. 4. Data Mode Monitors shall operate with the minimum possible latency between the time a new mode
is selected and the time that mode data are available.

Req. 5. Entities that use injection equipment to provide a stimulus shall provide monitors capable of
measuring the actual injected energy, and be capable of providing data to indicate, at a minimum,
whether the injected energy is consistent with the commanded injection.

Req. 6. The monitors for injected energy shall operate with the minimum possible latency between the time
the injection is commanded and the time the injected energy is verified.

Req. 7. Reference sensors capable of measuring the position and orientation of each live entity in a test
shall be available.

Req. 8. The work products from the federation development process shall specify data logging equipment,
data logging requirements, and media for archive logs for each facility in the federation.

The encapsulation of entities requires the use of monitors to provide a variety of functions.  One
monitor function is to act as instrumentation that performs what might be loosely called an analog-to-digital
function.  This type of monitor measures various entity states, which could actually be analog or digital in
nature, and transforms the states into common network data elements.  A second monitor function is to give
the Test Director and the EW test customer some level of assurance that the support equipment (e.g.,
injection equipment) at each entity was functioning properly during the test.  Finally, a third monitor
function is data logging, where data including message traffic and monitor outputs may be recorded at
regular intervals and saved to media.  The various monitors are described as,

1. Radar RF Monitor - Instrumentation to measure the RF emissions from a live or
virtual radar and report its current operating mode,

2. Data Mode Monitor - Instrumentation to monitor selected data stream(s) in a live,
virtual or constructive entity to determine and report the current operating status
and/or mode of that entity,
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3. Local Environment Monitor - Instrumentation to measure the composite RF
injected into a live or virtual player,

4. Stand-alone Environment Monitor - Performs the same function as a Local
Environment Monitor, but also provides general spectral surveillance to check for
the presence of unintended emitters in the RF environment,

5. ECM RF Monitor - Instrumentation to measure the RF emissions from a live or
constructive jammer and report its current operating mode, and

6. Reference Sensor - Instrumentation to measure and report the location of a live
movable platform.

Data recorded at an entity during the course of a test are used for two functions: detailed post-test test
analysis and network/entity debugging.  Customer requirements drive the need for equipment to log the data
for post-test analysis.  Network testing and entity maintenance drive the need for equipment to log the data
for debugging and maintenance.  The presence or absence of data logging equipment does not impact the
operation of the federation execution, nor does it impact the data exchanged between entities during a test.
The logging function is an important and necessary support function for EW testing, however, the presence
or absence of logging equipment and the log data requirements do not impact the network requirements.
Thus, the requirements for data logging (e.g., equipment, data set, frequency, etc.) are actually formed
during federation development where both the maturity of assets and the customer needs may be fully
considered.  In the cases where data logging equipment is necessary, the data may be transmitted by normal
methods (e.g., FTP, floppy disk, CD-R, etc.) after the conclusion of the federation execution.

3.1.3. INJECTION DESCRIPTION

Req. 9. Live and virtual entities that collect energy (RF, acoustic, laser, etc.) as part of their normal
operation, shall contain the equipment necessary to inject energy into the entity’s signal path.

Req. 10. Live and virtual radar entities shall provide equipment capable of injecting target, ECM, clutter,
and chaff returns into the radar equipment.

Req. 11. Live and virtual ECM entities shall provide equipment capable of injecting the received threat
environment into the ECM equipment.

Req. 12. Injection equipment shall operate with the minimum possible latency between the time a new
return is commanded and the time the commanded energy is emitted.

Req. 13. The injection control equipment shall support non-scripted operation by calculating and generating
injection commands using the data exchanged between entities.

The encapsulation of entities requires the use of injection equipment to provide RF inputs to
certain assets.  In a distributed test, the various entities may not be collocated within the normal operating
range of other entities.  In this case, the characteristics of the RF environment that would exist at each asset
must be accurately recreated.  The mode information concerning a particular asset is the data mechanism
used to recreate the environment.  RF injection equipment is the RF mechanism used to recreate the
environment based on the mode data.  The various injection equipment types are described as,
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1. Clutter Injection Unit - A signal generator which provides an RF simulation of the
clutter return for the environment appropriate to the associated sensor for the
current test.  The unit is driven by the specified clutter map and the current
platform position report,

2. Target Injection Unit - A signal generator which provides an RF simulation of the
target return(s) for the environment appropriate to the associated sensor for the
current test.  The unit is driven by the platform position reports and the platform-
specific RCS,

3. ECM Injection Unit - A signal generator which provides an RF simulation of the
ECM return(s) for the environment appropriate to the associated sensor for the
current test.  The unit is driven by mode data from the Data Mode Monitor(s) for
the ECM system(s) in the test,

4. Chaff Injection Unit - A signal generator which provides an RF simulation of the
chaff return for the environment appropriate to the associated sensor for the
current test.  The unit is driven by the platform position reports, the chaff dispense
event time, and the chaff-specific RCS bloom and decay patterns, and

5. Emitter Injection Unit - A signal generator which provides an RF simulation of the
emitters for the environment appropriate to the associated ECM system for the
current test.  The unit is driven by mode data from the Data Mode Monitor(s) for
the radar system(s) in the test.

3.2. FACILITY ENCAPSULATION

Req. 14. One or more entities may be encapsulated within a facility.  If this arrangement is employed, then
the facility encapsulation shall be performed as shown in Figure 4.

Req. 15. The Facility shall represent both the logical and physical connection to the network.

Req. 16. The Facility Network Interface shall route data and commands between the network and the
appropriate entity within the facility.

The second level of encapsulation adds the control structures that allow an entity to function in a
distributed environment.  This encapsulation level recognizes the fact that many facilities are already
organized around a common network gateway and explicitly supports this type of organization.  The
encapsulation is composed of a network interface, a facility controller, and one or more encapsulated
entities.  The facility encapsulation is shown in Figure 4.  A network interface, a facility controller and
one or more associated entities are collectively considered to be a facility for TSLA purposes.  Because a
facility is defined to encompass an entity, whenever this specification appears to refer to an entity by
itself, it can always be inferred that there is an associated facility controller and network interface.

In Figure 4, the network interface and facility controller are shown as two separate boxes.  This
separation is a functional separation only.  In actual operation, the functions represented by the network
interface box and the facility controller box may be distributed in any desired manner throughout a facility.
Regardless of the implementation, the data path on the left-hand side of the network interface in Figure 4 is
considered to be a TSLA network path and must conform to all the TSLA requirements.  The data paths on
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the right-hand side of the network interface are considered to occur within a facility and are not subject to
the TSLA requirements.  Thus, one role of the network interface is to convert between TSLA standard data
and facility data.  It is this conversion that is the most important aspect of the facility encapsulation.  The
standard data requirements for an entity are, in fact, the data required on the left-hand side of a facility’s
network interface.

The facility also represents both the logical and physical connection to the network.  Standard network
services and data are accessed by using a standard interface (e.g., HLA Interface Specification).  The data
description for the entire facility is defined, based on the data requirements that are imposed by a particular
EW Test (e.g., FOM development).  A facility’s network interface, in conjunction with the facility
controller, dispatch data and commands between the network and the facility’s associated entities.  Thus,
another role of the network interface is to route data and commands between the network and the
appropriate entity within a facility.

Facility

Facility
Controller

Asset

Monitor

Stimulus

Environment

Entity

Asset

Monitor

Stimulus

Environment

Entity

Network
Interface

Figure 4.  Facility Encapsulation.

3.3. DATA SHARING

Req. 17. Precomputed or static data required by entities participating in the test shall be distributed to the
entities on media prior to the federation execution.  Data in this category includes radar cross section,
radar and ECM antenna patterns, chaff bloom characteristics, terrain and clutter maps, and operating
mode definitions for all emitters in the federation.

Req. 18. During the test, information from these data files shall be accessed by distribution of the
appropriate pointers into the data.

In the radar encapsulation example above, the target injection equipment must be able to determine the
power level of the target skin return.  The calculation is straight forward as long as the platform’s  RCS
data are available at the radar.  In a similar manner, an ECM receiver on the platform must be able to
determine the power level of the radar signal received at its input.  The calculation is again straight forward
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as long as the radar’s antenna gain data are available at the ECM receiver.  The particular value of RCS or
antenna gain depends on the location of both systems, the target orientation, and the pointing angle of the
antennas in question.  RCS tables are inherently a feature of the target and would normally be maintained
at the target facility.  Radar antenna gain patterns are inherently a feature of a radar and would normally be
maintained at the radar facility.  In addition, transmit antenna patterns, receive antenna patterns, and mode
data are all maintained by one facility but used primarily by other facilities.  Somehow all of this
distributed data must be made available at the proper location so that the necessary calculations may be
made.

There are two general approaches to the problem of making the necessary data available.  The first
approach is to allow the actual owner of the data to maintain the only copy.  In the case of the RCS data
for example, the platform facility would be the owner.  Each time a value for radar cross section is needed
by a radar, the radar entity would send a report of its current location, frequency, and polarization to the
platform entity.  The platform entity would use the report, along with information about its own location
and orientation, to index into the RCS data.  The platform entity would then report the indexed RCS value
back to the radar.  In short, a query/response protocol would allow one entity to obtain the requisite data.

In an environment where there is no shortage of bandwidth, configuration control issues may render
the query/response approach desirable.  However, even in a high-bandwidth environment, multiple radar
entities may overload a platform facility with requests for data.  The added computational burden could
potentially lead to latency problems when servicing multiple requests.  In reality, the two effects of
bandwidth and computational load may become problematic if this method were chosen.  The
query/response method of data sharing is not recommended.

The second alternative is to provide each entity with a copy of all the tables that may be required.
The primary reason that this alternative exists is that the type of data being copied does not change during
the test.  In fact, much of the data does not change from test to test.  The static nature of the data over
fairly long periods of time opens even more alternatives for data distribution.

There are essentially two ways that static data may be distributed to each entity prior to a test:
network transfer (e.g., file transfer protocol (FTP)) and physical media (e.g., compact disk recordable
(CD-R)).  In either case, a roll call by the Test Director prior to the test could be used to determine that
each entity is using the correct data.

Although it may be possible to transfer static data to all of the entities using the network, some quick
calculations indicate that this may be time consuming at the anticipated data rates.  Primarily for this
reason, the pre-distribution of physical media, is the recommended approach for sharing all table data.  The
physical pre-distribution approach was assumed in the preparation of the data specifications which follow.

Although smaller in scale, a similar problem occurs in reporting ECM and radar mode information.
The radar mode monitor must provide mode information to the injection system at the ECM entity.  The
ECM mode monitor must provide mode information to the injection system at the radar entity. One
approach would be to send an entire set of waveform parameters (e.g., power, pulse width, frequency. PRI,
etc.) on each mode change.  Another approach would be to prepare indexed tables that include the set of all
possible modes for a particular device.  These tables would be provided to each entity before the test using
the recommended approach.  During the test, only the table index would be reported by the entity
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instrumentation.  As a means to reduce the bandwidth demands on the network, the latter approach is
recommended for TSLA. The physical pre-distribution approach was assumed in the preparation of the
data specifications which follow.

3.4. POSITION

Req. 19. Two types of position reports shall be allowed.  True position reports shall provide information on
the location of a player as measured by a reference sensor.  (A reference sensor is one which makes
measurements on the players in the test, but is not a participant in the simulation.)  Perceived position
reports shall provide the location of a player measured relative to the measuring entity.

Req. 20. True position shall be reported in earth-centered Cartesian coordinates according to the 1984
standard of the World Geographic Society.

Req. 21. Perceived position shall be reported in local sensor coordinates and in the natural measurement
units of the sensor.

Req. 22. Position reports shall be updated at a fixed periodic rate of 40Hz.  True position reports shall
consist of three distance measurements x, y, and z, and three orientation measurements, φ, θ, and ψ.
Perceived position reports shall consist of two to four coordinates of the types: range, azimuth,
elevation, and Doppler.

For the simulated engagement to proceed properly, the location and orientation of each entity must be
known to other entities in the simulation.  In an EW test, there are certain sensor entities (e.g., radar) which
produce perceived position estimates of the targets they detect.  There are essentially two types of position
that must be considered: true position and perceived position.

The true position of an entity is reported either by the software which simulates the entity, or by the
instrumentation which observes the actual location of the entity (e.g., reference radar).  The true position
report includes the 3-dimensional position and 3-dimensional orientation of an entity relative to a specified
coordinate system.

The perceived position of an entity is reported by a sensor entity which is an active participant in the
distributed EW test.  These sensors are capable of producing reports of perceived location which include
various combinations of range, azimuth, elevation, and Doppler.

It is desirable to minimize the number of unique position reporting formats and minimize the quantity
and/or size of the reports.  Harmonizing the reporting of position among constructive entities, entities with
associated position sensors, and sensor entities, presents a number of alternatives.  One approach toward a
standard position reporting method is to require that all report position relative to the same global
coordinate system.  While this approach is attractive from the standpoint of commonality, it is not workable
for all sensors.  A height finder radar, for example, would not be capable of producing a position report of
the Cartesian location of a target because it does not have sufficient information to convert the range and
elevation information into a single point in 3-dimensional space.

One step removed from total commonality would be to require the reference sensors to report position
in standard units, relative to a standard coordinate system, but allow the entity sensors to report the
perceived position in their native coordinates relative to their own position.  In general, the users of data
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produced by a sensor entity are accustomed to operating with data in this relative format.  Hence, the use of
two coordinate systems should not produce any exceptional burdens.

It is recommended that the reference sensors report true position in Cartesian coordinates following the
standard set by the World Geographic Society in 1984 where the origin is at the center of the earth, the
positive “Z” axis points to the North pole, and the positive “X” axis points toward the Prime Meridian at
the Equator, and the positive “Y” axis points toward 90° east longitude at the Equator.  All entities which
have fixed location would also use this coordinate system to report location.  Using the earth-centered
coordinate system eliminates issues concerning round vs. flat earth.

It is also recommended that sensor entities which are active participants in the distributed EW test,
report perceived target coordinates in their own natural system coordinates.  A search radar, for example,
would report azimuth and range, a height-finder radar, for example, would report elevation and range, and
other participating sensor entities would report values appropriate to the sensor’s operation.

3.5. VELOCITY AND ACCELERATION

Position sensors, of both true position and perceived position, are designed with a particular
measurement update rate.  Entities that consume the position measurements can choose to either use the
position updates at the sensor rate, or use a predictive filter to provide position estimates at a faster update
rate.  Even if the consuming entity can operate with updates at the sensor update rate, transmission latency
in a distributed environment will introduce position errors for a moving target.  If latency-induced position
errors cannot be tolerated, a predictive filter must be used to provide an estimate of the new position.

There are a variety of ways to implement the predictive filter.  A common approach is to use position,
velocity (and possibly acceleration) as the coefficients in a polynomial in time.  This approach requires the
entity reporting position to also provide the additional values for the time derivatives.  The derivative values
are typically not measured parameters, but are calculated values based on a time history of the measured
position.  The estimates of the time derivatives are (or should be) computed by a (Kalman) filter in the data
source to reduce the effect of measurement error on the estimates of the derivatives.  So, in this case, the
filtering is done by the data source, while the prediction is performed by the data consumer.

This is basically the process used in DIS, with one other feature added to the process to reduce the
data bandwidth requirement.  In DIS, the data source also runs predictions, based on the last state variables
transmitted.  When errors in the predictions exceed a tolerance bound, a new set of state estimates is
transmitted to the data consumers.  Transmission only on excessive error produces a reduction in data
bandwidth.

The error computations performed at the data source are relevant to the data consumer when the two
share a common coordinate system.  Hence, this data transmission scheme will work for true position
sensors.  Since perceived position sensors report in system-natural units, relative to a local coordinate
system, the prediction error computed in the local coordinates of the data source may not be indicative of
the error being experienced by any of the data consumers.  As a simple example of this, consider two
radars, each tracking the same target, but situated such that to do so, their antenna beams are at 90º to each
other.  In this case, a range error to one radar translates to an azimuth error to the other radar.
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The other method of position reporting is to transmit just the position data at a periodic rate to the data
consumer and require the data consumer to generate its own filter and predictor.  This approach requires us
to know the minimum required update rate that will prevent the prediction at the data consumer from
exceeding a desired level.  A comparison of the performance of the two approaches is shown in Figure 5.
This figure assumes a common coordinate system in the data source and consumer.  It also assumes that
only the position and velocity terms would be transmitted in the dead reckoning case.  The asymptote is
driven by the assumed accuracy in the basic sensor data.  A more accurate sensor would have exhibited a
lower asymptote.  As seen in the figure, there can be a benefit to using the dead-reckoning approach when a
common reference frame is used by all players.  To achieve the same performance as the dead reckoning
system, the Kalman approach would require about a 100 word (i.e., 25 message) per second data rate.
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Figure 5.  Data Bandwidth Requirements for Kalman and Dead Reckoning Position Reporting
Systems.

It is well known that the dead reckoning approach currently has broad support in the test community.
It is also true that the dead reckoning approach may improve the average execution time for a distributed
simulation that uses a blocking paradigm to manage the parallel execution.  This is true because position,
velocity, and acceleration updates are not transmitted during every sample period.  During the sample
periods where no updates are necessary, no delays are incurred, however, during the sample periods where
updates are necessary, the delay in transmitting, receiving, and processing the updates may cause the
interface to violate real-time progression.  Thus, to guarantee continuous real-time operation, the worst
case network traffic scenario must always be assumed.  Stated another way, to maintain real-time
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operation, not on average, but for every sample period in the scenario, the worst possible network traffic
must be assumed to calculate bandwidth, loading, and latency requirements.

This situation is exactly why people in the real-time networking arena are fond of transmitting fixed
length messages at a fixed sample rate.  Under a fixed length, fixed rate scenario, it is relatively easy to
determine when real-time progression may be violated.  Unfortunately, with the dead reckoning approach,
network demands begin to increase at what is probably the most critical point in the scenario: when the
target begins executing a high-g maneuver.  If this point in the scenario is indeed a critical point, other
entities with variable length and/or variable rate messages will flood the network with data, which can
potentially cause a variety of problems if the network is not designed with a large safety margin relative to
the average required bandwidth.

Since real-time operation is a very important facet of a distributed EW test, this condition also
suggests that for moving entities, only position data be transmitted to the consuming entities at a fixed
interval.  Further, if the consuming entity needs accurate position data (or position derivatives) for proper
operation, it is recommended that the consuming entity execute a predictive filter suitable for its own
requirements.

3.6. TIME

Req. 23. In addition to the message time stamp inserted in the message packet by the communication
protocol, the message data shall include its own time stamp.

Req. 24. This time stamp shall correspond to the time that the measurement was taken and shall have a
resolution of 0.1 millisecond.

For a variety of reasons, time can be a particularly troublesome variable in a distributed test.  If time-
keeping operations are not consistently applied across all entities, time differences between entities may
become more significant over time than network latency.  For any of the predictive algorithms to function
accurately, the measurement time and the prediction time must be measured relative to the same clock, or at
least measured with clocks that have negligible skew and drift.  The only reasonable timing system that
makes sense for the wide geographic distribution envisioned for the EW test environment is based on the
time signals available from the global positioning system (GPS).

Considering HLA as the architecture for the distributed EW test introduces other timing
considerations.  The HLA includes a whole group of services related to the management of time.  Even
more choices arise when one considers that the HLA Interface Specification references the HLA Time
Management Design Document, which includes a discussion of real-time time management.  It does not
seem that any of the HLA time management services are appropriate for real-time federates.  However, it
also seems that HLA compliance does not require the use of HLA time management.

Under HLA, a time-stamp on each message is implied by the HLA specification.  However, this HLA
time-stamp cannot be used by predictive algorithms because there is no direct correlation between the time-
stamp and the actual time of a measurement.  It is recommended that all TSLA messages include a field to
include the measurement time along with the data.  The TSLA time field can be used to measure the latency
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between the time a parameter is measured and the time a parameter is consumed.  The TSLA time field can
also be used to obtain accurate estimates from predictive filters.

3.7. FEDERATION CONSTRUCTION

Req. 25. The communications needed to define the roles and interactions among assets shall be
accomplished outside of the federation execution.

The assembly of all entities that may be used during the course an EW test is defined to be a
federation.  The period of time when the entities are actively participating in a test is defined to be a
federation execution.  There is a small segment at the beginning of the federation execution reserved for
activating both the network services and the entities.  There is also a small segment at the end of the
federation execution reserved for the resignation of the entities and an orderly ending to the network
services.  The periods of time before and after the federation execution are defined to be the periods of
federation development.

Prior to the existence of the federation execution, it is necessary to somehow gain the attention of each
participating entity and transmit setup data that might include:

• entities involved in the test,
• location of any fixed entities,
• paths to be followed by scripted entities,
• desired associations (e.g., an ECM device must be associated with a platform),
• platform antennas to be used by a particular device,
• antenna patterns,
• radar cross section data,
• parameter values for each operating mode of all transmitters,
• terrain and clutter data, and
• chaff data.

Providing this type of information is one of the roles assigned to the Test Director Facility.  There are
many ways that this data transfer may be accomplished, however, it does not appear that the setup process
can be efficiently handled under HLA during the federation execution.  It would certainly be possible to
design the necessary data and control structures to allow initialization during the federation execution,
however, the amount of data that would be required is large.  The overhead imposed by the current
implementations of RTI makes a federation execution initialization unattractive.  Hence, it is recommended
that the communications necessary to define roles and interactions among assets be accomplished outside of
the federation execution.

Data could also be transferred on-line, prior to the federation execution using standard methods (e.g.,
FTP).  The arguments against the use of this approach have already been presented in Section 3.3.
Antenna patterns and radar cross section data are not likely to change very often.  This type of data could
be recorded on media (e.g., CD-R) and distributed to every entity for future use.  These disks would
contain files for all measured patterns of RCS and antennas.  Radar operating modes, ECM operating
modes, terrain data, clutter data, and chaff data could be indexed and cataloged in a similar manner.  The
design and distribution of this type of data is considered to be part of the federation design process.
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3.8. OTHER ASSUMPTIONS

Req. 26. Entities shall not be permitted to join a test in progress.

The purpose of the distributed EW test is to perform a controlled test of an EW system.  To maximize
the potential for a valid test, any variables which can be controlled should be controlled.  For this reason,
entities should not be permitted to join a test in progress.

The join operation, which must establish initial data requirements according to the RTI initialization
data (RID), and register objects, appears to demand significant network resources.  Live and/or virtual
players may not be able to tolerate either a lengthy initialization, or the change in network traffic that may
be necessary to support a joining entity during the test.  Hence, for EW testing, no entities will be allowed
to join once the test begins.

4. NETWORK STATES AND MODES

Req. 27. Strictly speaking, the federation cannot be placed in a particular mode.  However, when all of the
entities participating in a test have been placed in a particular mode, the network is said to be in that
particular mode.  In this sense, the Network shall support the following modes: a) Roll-call mode, b)
Standby mode, c) Execute mode, d) Post-test mode.

Req. 28. A Roll call mode shall be provided by each entity to permit the Test Director to query the state of
readiness of each entity prior to beginning the test.

Req. 29. A Standby mode shall be provided by each entity to permit the Test Director to hold selected
entities ready to begin at the chosen start time.

Req. 30. An Execute mode shall be provided by each entity to permit the entity to interact with the other
entities in the federation according to the Federation Object Model.

Req. 31. A Post-test mode shall be provided by each entity to permit the Test Director to query each entity
for any required test details or post-test diagnostic information.

As described in Section 3.7, there are several activities which must take place in order to bring the
federation to a point where a federation execution may be initiated. The activities required to construct the
federation are not considered actions or modes of the federation execution.  Strictly speaking, a federation
execution cannot be placed in a particular mode, but rather each entity participating in a federation
execution may be placed in a particular mode.  Thus, some latitude in terminology is taken in this
discussion of the modes of the federation execution. The modes are actually applied to the entities;
however, the entire federation cannot move on to the next mode until all entities have moved on to the next
mode.

The initial operation after the creation of the normal federation execution is the entity roll call
discussed in Section 3.3.  This process is referred to as the roll-call mode.  As each entity reports, the Test
Director will examine the entity’s status.  When the readiness status is confirmed, the Test Director shall
issue a command that will allow the entity to enter standby mode.

When the Test Director is satisfied that the federation is ready to proceed with the test, the Test
Director shall issue a command which places the federation in execute mode.  During execute mode, the
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Test Director shall have the capability to replay portions of the test or restart the test.  If live entities are
participating, a replay or restart shall cause any constructive entities to pause while the live entities return
to the correct replay or restart state.

At the conclusion of the test, after all federates have resigned the federation execution is complete but
before communications links are released, the Test Director shall issue a command to initiate post-test
mode.  Post-test mode is executed in a similar fashion to roll call mode.  Each entity is requested to provide
a post-test report of readiness condition.  In addition to a health report, each entity can respond with any
out-of-bounds data which occurred during the test, for use in post-mortem analysis at the Test Director
Facility.

If detailed post-test data (e.g., log data) are required, the data may be transmitted after the conclusion
of the federation execution by normal methods (e.g., FTP, floppy disk, CD-R, etc.).  The design of the data
logging requirements for post-test analysis is part of the federation development.

Appendix A contains the specifications for the minimum set of entity publication and subscription data
for the initialization period (i.e., prior to the federation execution), the federation execution period, and the
postmortem period (i.e., after the federation execution) .  Data definitions are labeled as [I] to denote
initialization data, [X] to denote execution data, and [P] to denote postmortem data.

5. ENTITY DATA DEFINITIONS AND DATA REQUIREMENTS

5.1. COMMON REQUIREMENTS

Req. 32. Each data message from each entity shall contain an entity identifier, independent of whether the
communication protocol assigns an identifier.

Req. 33. Fault data shall be reported at a 1 Hz interval by each entity.  Fault data reports shall include
entity equipment faults and network faults.

Req. 34. Equipment fault data shall consist of a three-state indicator (good, degraded, failed) to indicate the
health of the entity.

Req. 35. Network fault data shall consist of a network quality indicator (good, noisy, slow).

Req. 36. A Facility Controller command structure shall be supported.  This command structure shall
include commands intended for the Facility Controller and commands handled by the Facility
Controller, but intended for one or more of the entities within the facility.

Certain data requirements are common across all entities in the distributed test.  For example, an
entity must be uniquely identified for the purpose of data association.  Depending on the transport
mechanism, an implicit and/or an assigned identification may be used.  If the identification is not implicit,
an explicit identifier will be used to supply the required functionality.  In Appendix A., the data publication
and subscription tables include all the required data, both implicit and explicit.  This specification identifies
what data elements are required, but not how the data elements are organized into messages.

It is assumed that all entities may be required to perform some sort of calibration routine both before
and after execute mode.  The calibration information may be actively used by another entity during the test
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or may be used in post-test data analysis.  The determination of need for, and the scheduling of, the
calibration is part of the federation development.

Time stamped data is a very important aspect of a distributed test.  The use of time has been discussed
in Section 3.6, but in general, data shall be time tagged using a global timing method (e.g., GPS).  Time
tags may be used to determine and adjust for the amount of latency inherent in any distributed environment.
Individual subscribing entities are responsible for appropriately using the time data.

Fault detection and reporting are also important aspects that shall be supported by each entity.  There
are two types of fault detection that shall be supported:

• Entity equipment faults, and
• Excessive network errors (either a check sum based error or a time latency based error).

Each entity shall have a means of determining its own state of readiness (e.g., good, degraded, failed).
The readiness state shall be published on a periodic basis.  The information contained in the data shall be
used by the Test Director to ensure a viable test.  The periodic nature of the data shall be used by the Test
Director to determine if a catastrophic failure (of either the equipment or the network) has occurred.  Along
with readiness data, each entity shall publish the state of its network connection (e.g., good, noisy, slow).
A noisy connection is determined by a rolling percentage of errors detected over a specified time.  A slow
connection is determined by a rolling percentage of messages that exceed a minimum latency requirement
over a specified time.  The minimum latency requirement for an entity can be difficult to define.  In some
cases, the entity itself has certain minimum latency requirements for proper operation.  In other cases, the
latency requirements depend on the test scenario (e.g., straight level flight versus maneuvers).  The
determination of latency tolerances for each entity is part of the federation development.  (See also Section
9.)  Minimal fault reporting requirements are provided in this specification.  Additional requirements to
detect and log detailed fault conditions are part of the federation development.

The concept of a Facility Controller was discussed in Section 3.2.  Conceptually, any entity could be
managed by a facility.  In practice, most entities of interest to TSLA will be managed by a facility.
Because of the high likelihood that entities will be managed by a Facility Controller, the data requirements
for the Facility Controller are considered common data requirements.  The network view of the Facility
Controller is that component which processes network-related commands.  These commands, such as mode,
replay, and restart commands are received by the Facility Controller, interpreted relative to each entity
associated with a particular facility, and executed or forwarded, as appropriate, for the individual facility
assets.  Because of the difference in specialization, two types of Facility Controller commands are defined:
director commands and operational commands (a.k.a., op commands).

5.2. ENTITY DEFINITIONS AND HIERARCHY

Abstraction is one way to deal with complexity by creating models or ideas that focus on the important
characteristics among objects.  Different models or abstractions of the same object can exist, reflecting the
idea that an object may be seen from several viewpoints.  For example, the manuals covering the complete
operation of each radar simulator site are probably much thicker than a description of the external data
requirements.  A networked user does not require the same level of complexity to transfer data about site
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equipment, as site personnel need to operate, maintain, and calibrate the same equipment.  The scope of the
abstraction and the eventual end user are important considerations which impact bandwidth, latency, ease
of use, visibility into the details of operation, etc.  Here, the focus is on the published data requirements for
each entity.

In this section, the publication data are arranged in a hierarchical abstraction that will eventually lead
to a complete object-oriented data description of each entity.  At each level in the hierarchy, the focus is on
the real world similarities between the requirements for published data.  Consistent with accepted object-
oriented inheritance mechanisms, two types of inheritance are used in the hierarchy: direct public
inheritance (a.k.a., is-a) and aggregation (a.k.a., has-a).  Both types of inheritance are similar in that all the
data, and the complete functionality of the inherited object is included within the functionality of the new
object.  The major difference between the two types of inheritance manifests itself in the externally visible
behavior.  With direct public inheritance, if data and functionality were externally visible in the inherited
object, the data and functionality will also be externally visible in the new object.  External visibility is
automatic and the same data and/or function names are used.  With aggregation, the data and functionality
of the inherited object are not externally visible unless the new object explicitly makes them so.  External
visibility must be explicitly defined, and different names for the data and/or functions may be used.

The easiest way to choose an inheritance method, either direct public inheritance or aggregation, is to
decide which of the following two statements is the most correct;

A is a kind of B, (implies direct public inheritance (a.k.a., is-a)), or

A uses B, (implies aggregation (a.k.a., has-a).

Applying this rule leads to statements such as,

An early warning radar is a kind of radar (direct public inheritance), and

an active missile uses a radar seeker (aggregation).

5.2.1. ENTITY PUBLICATION HIERARCHY

Req. 37. The following entity types have been identified as allowed within the TSLA network:

Radar

Early Warning Radar (EWR)

Ground Control Intercept Radar (GCI),

Height Finder Radar (HFR)

Target Tracking Radar (TTR)

Target Acquisition Radar (TAR)

Airborne Interceptor Radar (AIR)

Missile Warning Radar (MWX)

Threat

Active Missile

Command Guided Missile

Artillery

Semi-active Missile
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ECM

Jammer

Towed Jammer

Radar Warning Receiver (RWR)

Missile Warning Receiver (MWR)

 Miscellaneous

Platform

Tactical Command, Communication,  and Control

Strategic Command, Communication,  and Control

Stand-Alone Environment Monitor

Communication Electronic Countermeasure (Comm ECM)

Facility Controller

Test Director Facility

Req. 38. The aggregation and inheritance hierarchy of these entity types shall be as shown in Figure 6
through Figure 9.

Aggregation and inheritance are used to arrange the published data requirements into a hierarchy.
The hierarchy for radar entities is shown in Figure 6.  The hierarchy for threat entities and the control
structure is shown in Figure 7.  The hierarchy for ECM entities is shown in Figure 8.  The hierarchies for
the remaining entities are shown in Figure 9.  The notation is a simplified version of standard object-
oriented design notation.  Arrows indicate the direct public inheritance hierarchy with the head of the arrow
on the inherited object (a.k.a., parent) and the tail of the arrow on the new object (a.k.a., child).  Multiple
inheritance is used to simplify the figures.  A line terminated with a circle indicates aggregation with the
circle indicating the object being used.  Because in aggregation the data must be explicitly published by a
using object, the aggregation relationships are not necessarily required for data design, however, the
identified relationships might be helpful during the complete system design.   Unshaded nodes are used to
represent intermediate abstractions and shaded nodes are used to represent individual entity types.

In a different abstraction, the hierarchical representation of published data uses data structures
that must be completely defined before data transmission requirements can be identified.  In this
specification, only the logical definitions are provided.  The logical data represent the kinds of data that are
important for entities to exchange during an EW test.  The logical definitions for the data structures are
provided in Appendix A.  The particular resolution (e.g., number of bits), the dynamic range (e.g., float
versus integer), and the update interval for each data element will be provided in a later specification.  In
some cases, the data structures may appear to be incomplete.  In these cases, the data contained by the
structures are exchanged either before or after the federation execution.  Because this type of exchange
does not impact the bandwidth requirement of the federation execution, a precise definition is not
considered to be essential.

The published data requirements for each entity (shaded nodes) can be written in a flattened
representation by listing the published data elements for the entity and all of the entity’s parents.  Flattened
data representations for the published data requirements are detailed in the following sections and
summarized in an interaction table included in Appendix A.
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Radar RF Monitor
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Entity Base Type
Identification
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Date
Time
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Figure 6. Object Oriented Hierarchy for Published Data,  Radar Entities

Entity Base Type
Identification
ID Serial Number
Date
Time
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Latency
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Post-Exercise Data

Threat Base Type
AI/TTR Serial #
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Target Locked
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Figure 7. Object Oriented Hierarchy for Published Data,  Threat and Control Entities
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Figure 8. Object Oriented Hierarchy for Published Data,  ECM Entities
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Figure 9. Object Oriented Hierarchy for Published data, Platform, C3, Stand-alone Monitors, and
Communication ECM
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5.3. RADAR ENTITY

5.3.1. FUNCTIONAL DESCRIPTION

Radar entities are used to represent any radar based system with collocated transmitter and
receiver.  The specific types of radar entities considered in this specification include,

Radar

Early Warning Radar (EWR),

Ground Control Intercept Radar (GCI),

Height Finder Radar (HFR),

Target Tracking Radar (TTR),

Target Acquisition Radar (TAR)

Airborne Interceptor Radar (AIR)

Missile Warning Radar (MWX).

A radar is used to locate a target by radiating electromagnetic energy and detecting the presence
and character of the reflected echo.  In an EW test environment, the character of the echo may be altered by
the operation of an ECM device targeted against an individual radar.  By considering the situation where
the radar, target, and ECM device are simulated assets, the data requirements for each may be determined.
Data from the radar are involved in calculating three system level parameters: skin return, ECM return, and
ECM input. The first two parameters, skin return and ECM return, are calculated by the radar entity.  The
third parameter, ECM input, is calculated by the ECM entity.

The skin return represents the character of the target echo based on the reflective properties of the
target’s structure.  These reflective properties are typically measured and represented in tabular format for
different orientation angles, frequency, and polarization.  Thus, if the radar needs to calculate the skin
return, the radar must obtain the following data from the target,

Target Radar Cross Section Table,
Target Position,
Target Orientation.

In addition to the target data, the radar itself must provide the following data,

Target velocity,
Radar transmit power,
Radar transmit antenna pattern,
Radar Orientation of the transmit antenna bore-sight,
Radar position,
Radar orientation,
Radar velocity,
Radar receive antenna pattern, and
Radar Orientation of the receive antenna bore-sight.

Finally, in addition to data from both the target and radar, the path over which the electromagnetic
radiation travels may also affect the character of the echo.  Path loss data from the target to the radar must
be available to the radar.
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The ECM return represents the received electromagnetic radiation from a particular ECM device.
The radar combines the skin return for each target and the ECM return from each ECM device into a
combined signal that will be processed to determine if a detection has occurred.  In the event of a detection,
the parameters associated with the detection shall be published so that the C3 entities and the Test Director
Facility may use each detection to control and monitor the scenario.  Each ECM device is associated with a
platform that carries the device.  Under normal circumstances, the platform will generate a target skin
return.  To calculate the ECM return, a radar entity must subscribe to ECM related data that includes,

ECM Transmit Antenna Pattern,
Translation between Platform Orientation and Transmit Antenna Bore-sight,
Platform Position,
Platform Orientation
ECM Transmit Power, and
ECM Transmit Parameters.

In addition to the ECM related data, the radar itself must provide the following data,

Platform velocity,
Radar position,
Radar orientation,
Radar velocity,
Radar receive antenna pattern, and
Radar orientation of the receive antenna boresight.

Finally, in addition to data from both the target and radar, the path over which the ECM radiation travels
may also affect the character of the echo.  Path loss data from the target to the radar must be available to
the radar.

It is assumed that the main functions of an ECM device are to receive radar radiation, determine
the characteristics of the radiation, and generate an appropriate response.  To generate the appropriate
response, the characteristics of the radar radiation at the ECM input must be calculated.  The input may be
calculated from data concerning the radar transmit parameters, the distance from the radar, and the relative
orientation between the two antennas.  To calculate the ECM input, the ECM entity must subscribe to
radar related data that includes,

Radar Transmit Antenna Pattern,
Radar Orientation of transmit antenna pattern boresight,
Radar Transmit Power,
Radar Transmit Parameters,
Radar Position, and
Radar Orientation.

In addition to the radar related data, the ECM entity must subscribe to data from the platform carrying the
ECM device.  The platform related data includes,

ECM receive antenna pattern,
Translation between platform orientation and receive antenna bore-sight,
Platform position, and
Platform orientation.
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In addition to the radar and platform related data, the ECM entity itself must provide the ECM receive
antenna pattern.  Finally, the path over which the ECM radiation travels may also affect the character of
the signal.  Path loss data from the target to the radar must be available to the ECM entity.

The signal returning to the radar may be affected by two other effects: clutter and chaff.  To
reproduce clutter effects, the clutter data must be provided to the radar entity.  For chaff effects, data
indicating the conditions of the dispense must be provided to the radar entity.

Chaff, in general, behaves like a target.  Once deployed, it serves as a time varying reflector of
electromagnetic energy.  Instrumentation to measure the location and size of the cloud so that the cloud
could be encapsulated as a separate entity seems to be challenging and expensive, compared to deployment
of a constructive chaff cloud inside the encapsulation of the radar.  The characteristics of this constructive
cloud could be modeled after the measured data from an actual cloud.  In this case, measurements would
not be taken as part of the federation execution, analogous to the measurements of radar cross section and
antenna patterns.  The constructive approach is recommended for TSLA networking, for those cases where
the impact of chaff must be evaluated against systems which are not collocated with the chaff deployment.

5.3.2. RADAR ENTITY ENCAPSULATION

Req. 39. The Radar entity shall be encapsulated as shown in Figure 10, unless the radar is encapsulated
within a facility, in which case the facility shall provide the injection and monitoring services
necessary for the entity to participate in the data domain.

Req. 40. A Data Mode Monitor shall be provided to produce reports of the control settings made within the
radar asset.

Req. 41. An Radar RF Monitor shall be provided to produce reports of the measured RF mode of the radar
asset.

Req. 42. A Target Signal Injection Unit shall be provided to produce RF input to the radar which simulates
the returns of the platform being observed by the radar.

Req. 43. An ECM Injection Unit shall be provided to produce RF input to the radar which simulates the
jamming environment present at the radar.

Req. 44. A Clutter Injection Unit shall be provided to produce RF input to the radar which simulates the
clutter environment present at the radar.

Req. 45. A Chaff Injection Unit shall be provided to produce RF input to the radar which simulates the
chaff environment present at the radar.

Req. 46. An RF Environment Monitor shall be provided to confirm the correctness of the RF input to the
radar produced by the various injection units.

Req. 47. The Radar entity shall be the owner of the radar antenna pattern data.

A live radar interacts with its environment in the RF domain.  For the case where there are other
live entities within the normal operating space of the radar, no RF-to-data conversions are needed.  In this
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case, the interaction might be called “normal” or “intended” and a data network is not required.  This type
of normal interaction cannot be considered to have occurred within the TSLA network.

When the radar must interact with entities which are either not within the radar’s normal
operating space, or are not live entities, the radar must use the distributed network and a data-domain
description to obtain information about the other entities.  In other words, the radar must interact with these
entities in the data domain.  Figure 10 shows the required encapsulation of a radar.
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Figure 10.  Encapsulation of  Radar for Insertion in Data Domain.

5.3.3. RADAR ENTITY INSTRUMENTATION

As seen in Figure 10, some special purpose instrumentation is required to support the
encapsulation of a radar into the data domain.  The radar’s measured antenna patterns must be exported to
entities which may require the patterns for calculations (e.g., the ECM entity).  As recommended, the
pattern measurements are provided to the entities by the Test Director prior to the test.  Including the
antenna pattern block in Figure 10 is used to point out the source or logical owner of the data.

The operation of the radar is monitored at two levels.  The control panel of the radar is monitored
by a Data Mode Monitor.  This monitor reports selected control settings made by the radar operator, or the
radar processor.  The second monitor, the Radar RF Monitor, measures the actual RF signal from the radar
and derives the mode information independently.  The Data Mode Monitor provides mode information with
negligible latency because it reports the status a soon as a decision is made.  The Radar RF Monitor has an
inherent delay because it typically needs to collect samples of the signal over time before a particular



29

operating mode may be identified.  While the Radar RF Monitor may have more latency, it is potentially a
more accurate representation of the radar signal because it measures the true radiated signal of the radar.

The radar facility must also contain signal injection equipment to provide a simulated
environment consisting of the target signal(s), clutter, jamming, and chaff.  Each piece of injection
equipment is controlled by data obtained from other entities.  For example, the Target Injection Unit
obtains radar-range-equation parameters from the appropriate platforms.  Each piece of signal injection
equipment injects an RF signal into the radar to provide it with a simulated environment.  Note that the
radar need not radiate any signals into free space in order to function in the distributed EW test.  Each
signal injection device also requires an Environment Monitor for quality assurance.

The high cost of bad data in a linked test makes it important that any failure in any signal
injection source be detected and reported quickly.  Also, the signal injection units used to inject signals into
the ECM Entity require real-time information on the operating mode of the radar.  Hence, the Data Mode
Monitors and signal injection units must operate in real-time.  Timely reporting of equipment failure also
requires that RF monitoring equipment respond as quickly as possible during the test.  Off-line QA is not a
viable alternative for a large distributed test.

5.4. THREAT ENTITY

Req. 48. The Threat entity shall be encapsulated as shown in Figure 11, unless the Threat is encapsulated
within a facility, in which case the facility shall provide the injection and monitoring services
necessary for the entity to participate in the data domain.

Req. 49. A Reference Sensor shall be provided to produce reports of true location of the Threat asset.
Strictly speaking, this requirement applies to live entities.  However, some means of position reporting
is required from the virtual and constructive entities as well.

Req. 50. A Command Interface converter shall be provided to generate the correct signals for input to the
missile command receiver.

Req. 51. A Beacon Transponder/Command Reply generator interface shall be provided.  For those systems
where only a beacon transponder is included, this interface shall provide the necessary parameters for
the missile track radar to determine the available signal strength from the beacon signal.  For those
systems where this link is part of a full-duplex communication link, the Beacon
Transponder/Command Reply generator interface shall perform any translation of the missile data
signal needed to interface to the network.

5.4.1. FUNCTIONAL DESCRIPTION

Threat entities are used to represent any system that may be used to disable or destroy a platform
entity.  The specific types of threat entities considered in this specification include,

Threat

Active Missile

Command Guided Missile

Artillery
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Semi-active Missile

Threats listed as missiles represent self-propelled, airborne ordnance with a capacity for guidance
after launch.  Artillery threats represent ordnance that follow a ballistic trajectory with no capacity for
guidance after firing.

5.4.2. THREAT ENTITY ENCAPSULATION

Different types of missiles are delineated based on the particular guidance method.  The use of a
missile in a distributed simulation, would most likely take one of three forms.  The missile could be:

1. live fire on a test range,
2. a virtual simulation in a chamber/hot-bench, or
3. a constructive simulation.

In the case of live fire, the components of the missile clearly cannot be distributed.  For this case,
the missile operates entirely in the real environment.  Of course, position reference monitors and RF
environment monitors may be needed so that the missile can be represented to any distributed entities.
When the missile is operated on a bench or a flight table, the seeker head, the autopilot  and a flight table (if
used) will most likely be collocated.  If such tight linking requirements exist, they can be handled using
facility-based communication.  Finally, in the constructive case, components of the missile could be
geographically separated.  The seeker and airframe are constructed from two separate entities and could be
encapsulated in a single facility if tight linking is required.

For artillery, the TTR/AIR system calculates the pointing angle or pointing lead angle required
for the selected target.  Artillery, like the missile entities are constructed from two separate entities.

Threats are assumed to be closely associated with a TTR or AIR system.  In the case of an active
missile, the TTR/AIR system is usually deployed within the airframe of the missile.  From a data
perspective, however, the TTR/AIR system does not need to be contained within the same facility as the
missile airframe.  With the exception of beacon properties on a command guided missile, the publication
requirements of all the threat entities are similar and may be encapsulated as shown in Figure 11.

5.4.3. THREAT ENTITY INSTRUMENTATION

Certain instrumentation is required to encapsulate the various weapons in the Threat class.  The
composite of all required instrumentation is shown in Figure 11.  A live missile player will require a
reference sensor for position reporting to the players participating in the data domain.  All types of
command guided, and some semiactive and active missiles require a command input.  For these, a
command interface is required to translate the data received over the network into the signal format
required in the missile command receiver.  A beacon return generator is also required for all missiles which
are, at some point in their flyout, tracked by the tracking radar.  In certain systems, this beacon response is
simply a pulse reply to the missile track radar signal.  For these systems, the beacon output is a signal level
reply, equivalent to the RCS used in the detection range calculation of passive targets.  In other systems,
the output from the beacon transponder is a data stream, providing various types of status to the tracking
radar.
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Figure 11.  Encapsulation of a Threat Entity.

5.5. ECM ENTITY

Req. 52. The ECM entity shall be encapsulated as shown in Figure 12, unless the ECM device is
encapsulated within a facility, in which case the facility shall provide the injection and monitoring
services necessary for the entity to participate in the data domain.

Req. 53. A Data Mode Monitor shall be provided to produce reports of the control settings made within the
ECM asset.

Req. 54. An ECM RF Monitor shall be provided to produce reports of the measured RF mode of the ECM
asset.

Req. 55. An Emitter Injection Unit shall be provided to produce RF input to the ECM which simulates the
RF environment at the platform which carries the ECM asset.

Req. 56. An RF Environment Monitor shall be provided to confirm the correctness of the RF input to the
ECM asset produced by the Emitter Injection Unit.

Req. 57. The ECM entity shall be the owner of the ECM system antenna pattern data tables.

ECM entities are used to represent any electronic countermeasure system that may be carried by a
platform.  The specific types of ECM entities considered in this specification include,

ECM

Jammer

Towed Jammer

Radar Warning Receiver (RWR)

Missile Warning Receiver (MWR)
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5.5.1. FUNCTIONAL DESCRIPTION

An ECM entity receives incoming radiation from all sources and generates a response designed to
defeat one or more threat systems.  In the case of a Jammer, the response will result in an RF emission.  In
the case of warning systems, the response will result in warning data.  In either case, the response may be
codified within the mode information published by an ECM device.

To carry out its function, the ECM entity requires data to calculate and/or generate the perceived
input environment, and a set of operational modes from which to select the proper countermeasure
technique.  The input environment is created from a collection of data published by the platform and radar
entities.  The mode data are loaded to the ECM entity prior to the federation execution.

Substantially the same data are required by both the Emitter Injection Unit and the ECM RF
Monitor.  The ECM RF Monitor may provide reduced data to the Emitter Injection Unit.  The possibility of
using reduced data does not alter the amount of data that must be communicated over the network.

The ECM entity is involved in calculating ECM return and ECM input.  The ECM entity directly
calculates/generates the ECM input and provides data to support the calculation of the ECM return.
Details of the data required for these calculations were presented in section 5.3.  As mentioned in section
5.5.2.1, although the ECM antenna patterns are similar in measure to the RCS tables, the ownership of the
antenna patterns lies with the ECM entity. The antenna pattern blocks in Figure 12 are included to point
out that this information is considered to be owned by the platform.

ECM entities use the antenna pattern data, along with the relative orientation between the antenna
and an emitter, to determine the gain used in ECM input calculations.  Radar entities use the antenna
pattern data  to control the output of the ECM Injection Unit.  In either case, the ECM entity or the radar
entity performs a calculation that involves ECM antenna patterns.  Thus, both the ECM entity and the
radar entity need pattern data to operate.  The pattern data must be transferred to each radar entity prior to
the federation execution so that the proper ECM return calculations may be made.

The ECM asset uses a threat library to decide which mode to use in an attempt to counter a
detected threat.  The implementation of the threat library may be some combination of  non-loadable
firmware and loadable data.  Initialization of the threat library prior to the federation execution shall be
supported.

The ECM entity has Data Mode Monitors that publish mode information used by the injection
equipment in radar entities.  The ECM entity also has both an Environment Monitor and an ECM RF
Monitor to perform QA functions.  The Data Mode Monitor and the ECM RF Monitor rely on a set of
threat libraries for proper operation.  The threat libraries are loaded to the ECM entity prior to the
federation execution.

5.5.2. ECM ENTITY ENCAPSULATION

An ECM system interacts with the environment through the RF domain.  Conversion to the data
domain will be accomplished using the encapsulation illustrated in Figure 12.



33

ECM 

ECM RF
MONITOR

RF
DOMAIN

EMITTER
INJECTION

D
A

T
A

 IN
T

E
R

F
A

C
E

DATA MODE
MONITOR

ECM ENTITY

RECEIVE
PATTERN

TRANSMIT
PATTERN

}
ENVIRONMENT

MONITOR

DATA
DOMAIN

Figure 12.  Encapsulation for the ECM Entity.

5.5.2.1. ECM ENTITY INSTRUMENTATION

An ECM entity requires 4 instrumentation systems for encapsulation: ECM RF Monitor,
Data Mode Monitor, Environment Monitor, and Emitter Injection Unit.  The operation of each of these
instrumentation systems was described in section 3.1.  The Emitter Injection Unit is responsible for
calculating and/or generating the input to the ECM device.  In the case of actual ECM hardware, the input
may be radiated by actual emitters and received via the ECM antenna system, or the input may be
connected directly to the input of the ECM device.  In the case of a constructive ECM device, the emitter
could exist simply as a format converter from network format into an appropriate simulation input format.

The emitter verification subsystem is a device whose purpose is to measure the ECM RF
output and independently verify that the control settings and the RF output are consistent.  The independent
verification is important because equipment failure and/or erroneous mode conversions may result in test
results which would not be realistic.

5.6. PLATFORM ENTITY

Req. 58. The Platform entity shall be encapsulated as shown in Figure 13, unless the platform is
encapsulated within a facility, in which case the facility shall provide the reference sensor services
necessary for the entity to participate in the data domain.
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Req. 59. A Reference Sensor shall be provided to produce reports of true location of the Threat asset.
Strictly speaking, this requirement applies to live entities.  However, some means of position reporting
is required from the virtual and constructive entities as well.

Req. 60. The Platform entity shall be the owner of the radar cross section data tables.

Req. 61. The radar cross section data shall provide the following information for each desired frequency
and angle of arrival:

Mean value, Vertical polarization
Standard deviation, Vertical polarization
Decorrelation Time, Vertical polarization
Mean value, Horizontal polarization
Standard deviation Horizontal polarization
Decorrelation Time, Horizontal polarization.

Req. 62. The radar cross section data shall be cataloged for the specific frequency bands of the emitters of
interest with 5MHz frequency steps.

Req. 63. The radar cross section data shall be cataloged in angular increments of 0.5 degrees for roll and
yaw angles.

The term platform entity is a generic term used to describe any platform that may potentially host an
ECM device.  For example, this includes, but is not restricted to include, aircraft, ships, and tanks.  A
platform entity might consist of an actual platform (e.g., a normally operating aircraft), a domed simulator,
a flight simulator laboratory, a high-fidelity laboratory platform (e.g., a suspended aircraft), or a low
fidelity laboratory platform (e.g., a COTS flight simulator).  To a platform user (e.g., a pilot), different
platform implementations represent different system fidelities.  To the network, however, the functionality
of the platform is the same regardless of the implementation technology.

The primary data from a platform entity during the federation execution is the time space position
information (TSPI).  In addition to TSPI, the platform must provide information on the platform’s attitude
and RCS.  Attitude would be a universal value, referenced to some global coordinate system.  The RCS
presented to an individual radar by a platform would depend on the relative position and orientation
between radar and platform.  For an actual radar and an actual platform, the determination of RCS is
implicit and no data is exchanged through the network.

If the radar entity is constructive, RCS values are needed by the simulation to control the calculation
of the target skin return.  If the radar entity is live or virtual, the RCS values are used to control a signal
injection system which generates a signal representative of the target return.  In either case, a radar entity
performs a calculation that involves RCS.  Thus, the radar entity needs RCS data to operate.  The logical
owner of RCS data, however, is the platform because RCS is an inherent property of a platform.  The RCS
data must be transferred to each radar entity so that the proper skin return calculations may be made.

The complete specification of radar cross section requires a set of six parameters for each particular
angle of arrival.  These parameters are

Mean value, Vertical polarization
Standard deviation, Vertical polarization
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Decorrelation Time, Vertical polarization
Mean value, Horizontal polarization
Standard deviation Horizontal polarization
Decorrelation Time, Horizontal polarization.

RCS measurements are often limited to the mean values for the two principal polarizations. However,
even at a fixed aspect angle, the RCS is a random process due to buffeting and mechanical repositioning of
major scatterers.  To produce an authentic return suitable for processing by a human radar operator, the
complete statistical characterization of the RCS is required.

As discussed in Section 3.1, the recommended approach for providing this data to the radar entities is
to transfer the entire table to all affected entities prior to the test.

5.6.1. FUNCTIONAL DESCRIPTION

Data from the platform are involved in calculating three system level parameters: skin return,
ECM return, and ECM input.  No single entity generates all the information needed to calculate any of
these parameters.  The platform contributes data to other entities in support of these calculation.  Details of
the data required for these calculations were presented in section 5.3.  In summary, the platform must
provide RCS tables, along with position and attitude to radar entities.  Associated ECM entities require
position and attitude along with the transmit and receive antenna patterns.  Although the ECM antenna
patterns are similar in measure to the RCS tables, the ownership of the antenna patterns lies with the ECM
entity.  This choice was made owing to the manner in which maintenance duties are normally assigned.

5.6.2. PLATFORM ENTITY ENCAPSULATION

A live platform entity must also be encapsulated in order to live in the data domain of a
distributed simulation.  The platform is considered to possess the following attributes: position, orientation,
and radar cross section.  Each of these attributes must be provided to the data domain.  The method for
encapsulating the platform entity is shown in Figure 13.  The required RCS data will be measured and
transferred to the effected facilities prior to the federation execution as described previously in Section 3.1.

5.6.2.1. PLATFORM ENTITY INSTRUMENTATION

As seen in Figure 13, some special purpose instrumentation are required to support the
encapsulation of a platform on the network.  The platform RCS data must be exported to all other entities
which may require them for calculations (e.g., the Radar  Entity).  The data are actually provided to the
other entities by the Test Director, with the measurements made external to the federation execution.  The
RCS blocks in Figure 13 are included to point out that this information is considered to be owned by the
platform.

The Platform Entity encapsulation also requires sensors to determine the location and
orientation of the entity.  These sensors could be some combination of reference radars, GPS receivers,
inertial navigation systems, and platform attitude indicators.
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Figure 13.  Encapsulation of the Platform Entity

5.7. TACTICAL COMMAND, COMMUNICATION, AND CONTROL ENTITY

Req. 64. The C3 entity shall be encapsulated as shown in Figure 16, unless the C3 entity is encapsulated
within a facility, in which case the facility shall provide the interfaces necessary for the entity to
participate in the data domain.

Req. 65. A Command Interface converter shall be provided to translate incoming and outgoing signals to
the C3 entity.

Req. 66. If threat faithful voice communications between the various players in the threat air defense
system are required, a voice channel interface shall be provided to support C3 operations performed
using this medium.

Incorporation of the tactical C3 into the network enables virtual assets to be integrated with actual
assets to produce a more dense and more realistic air defense environment for an EW test.  Perhaps more
than any other entity to be included in the EW test network, the C3 entity presents the greatest number of
unique implementations to consider.  For encapsulation, it is nonetheless necessary to establish a general set
of requirements which will allow this variety of tactical C3 systems to be represented as networked assets.
Specific examples representative of several different classes of systems were considered and used to define
a generic set of data requirements for tactical C3 systems.  It is anticipated that the derived network
requirements will be adequate for a much broader set of tactical C3 systems than those surveyed or will, at
worst, require only minor modifications.

The specific tactical C3 systems surveyed included,

1. a tactical command post for hand-off to both short range command-guided missile
systems and anti-aircraft artillery (AAA) weapon systems,

2. a tactical command post for a medium range semi-active radar homing (SARH)
missile system, and
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3. a tactical command post for a newer medium range SARH missile system involving
the processing of large numbers of simultaneous target track files.

5.7.1. FUNCTIONAL DESCRIPTION

The primary function of a tactical C3 entity is to track, select, and assign targets for engagement.
A tactical C3 node assigns targets directly to the target engagement systems (TES).  TES options generally
include a transporter erector launcher and radars (TELAR), and a target tracking radar (TTR)
accompanied by a separate transporter erector launcher (TEL).  The tactical C3 must also select fire units
from a battery of four or more and assign specific targets to specific fire units.  To aid in target assignment
and target engagement functions, tactical C3 systems generally establish and maintain track filters.  The
track filters allow the tactical C3 entity to extrapolate target positions between TAR up-dates and to assign
higher priorities to the most threatening targets.  Also in this role, the tactical C3 entity may coordinate the
activities of several engagement systems against a common target.  In such engagements, the target may be
tracked by one engagement system while a separate engagement system is used to launch the missiles
and/or to provide target illumination for missile homing.

A secondary function of a tactical C3 entity is to accept target designations from a higher level
(e.g., strategic) C3 system and perform data fusion on the designations.  In some cases the tactical C3 will
receive its target information directly from a target acquisition radar (TAR).  The TAR may be a separate
entity or may be a component of an associated TES.  In other cases the tactical C3 node may receive its
target information from another, higher echelon C3 system.  A target assignment from a higher level C3

system can be correlated with returns from a separate TAR to determine if multiple targets are present and
to avoid unintentionally assigning the same target to several different engagement systems.

A tertiary function of a tactical C3 entity is to store and display sectors of responsibility for each
of the engagement systems as an aid in making target assignment decisions.  In this role, the tactical C3

system is typically responsible for coordinating the engagement sequence.  This includes monitoring the
critical steps in the engagement sequence, issuing commands, and monitoring responses.  As part of the
engagement sequence, the C3 entity also identifies target prohibitions to insure that friendly aircraft are not
accidentally fired on by the engagement systems.

The phases of a typical target engagement sequence are as follows,

1. Is the TES ready to engage a target?
2. Select and assign targets to specific systems.
3. Has the TES received and accepted the target assignment?
4. Has the engagement radar acquired or locked-on to the target?
5. Is the TES tracking the correct target?
6. Is the target in the lethal zone of the TES?
7. Grant the TES permission to fire.
8. Monitor missile launches.
9. Has the target been destroyed?
10. Is the engagement system ready for a new target assignment?
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Figure 14 presents a block diagram of the communication needs for a typical tactical C3 facility
in a distributed environment.  Some additional interfaces required by the EW test role include a voice
communications interface for mission coordination and a range data interface for mission display to EW
test users.  Although this system is described as if it were a threat system integrated into an open air test
range, the description is valid for a constructive representation of the tactical C3.
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Radar Entity
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Figure 14.  Block Diagram of the Typical Tactical C3 Operational Interfaces.

5.7.1.1. SURVEY OF COMMUNICATION TECHNIQUES

Typical of tactical C3 systems are the wide variety of approaches used to communicate with
the engagement systems.  Approaches to transmission, decoding, timing, and synchronization vary from
system to system and several representative approaches are examined.

The Time-Domain Multiplexed / Time-Domain Multiple Access (TDM/TDMA) method
sends sequential interrogate messages to each TES in the battery.  The physical communication pathway
may be either an RF link or a land-line.  Interrogate messages are typically transmitted on a common data
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link monitored by all TESs with an imbedded address field to select a specific TES.  Each TES responds in
turn to interrogation messages with a response message.   Assuming there are a maximum of six TESs in a
battery and that the maximum interrogate, response frequency for each TES is  6 Hz., yields a worst case
message requirement of 6 TESs × 6 Hz. × 2 way  = 72 messages per second.

Each interrogate and response message is encoded using one of several data formats with the
format type embedded in a header.  At a minimum, the following three modes of operation are supported,

1. Initialize,
2. Designate/Test, and
3. Target Engagement,

where each mode may require a unique data format for both the interrogate and the response messages.

Another variation of the interrogate/response method involves the use of a structured bit
stream called a codogram.  Each codogram includes a TES address and conveys a particular type of
information.  Some codograms, are transmitted at regular time intervals and serve to synchronize the
operation of the TES (e.g., query).   Synchronization codograms are addressed to one or two specific TESs
at a maximum of six codograms per second.  The other TESs are queried approximately once per second.
Other codograms such as the general command codograms occur on an irregular (as needed) basis or at a
sub-multiple of the interrogate period.

In another variation, the tactical C3 issues command messages to the TESs on an aperiodic
basis.  In this method each message begins with a header that specifies how the message will be interpreted.
The header identifies,

1. the communication group,
2. the sender, and
3. the type of message (which implies the format for the remaining bits in the message).

Complete decoding of the message usually requires the receiving entity to have been initialized with a
configuration message defining the coordinate system, scale factors, etc.  This method also employs fields
in the message which define the number of targets or the number of commands being issued.  As a
consequence of this feature the messages issued by the tactical C3 are variable in both content and length.

5.7.2. COMMAND AND CONTROL ENCAPSULATION

5.7.2.1. GENERAL CONSIDERATIONS

Integration of the tactical C3 into a distributed EW test environment requires that the C3

interfaces be converted into network compatible formats.  Figure 15 depicts a block diagram of a tactical
C3 asset with the associated network interfaces. In general, the interface to another tactical or strategic
entity would be implemented via the network.  If, however, the other entity is collocated within the same
facility as the tactical C3 entity, the as-deployed system interface may be used.  In such an instance, the
interface between the two assets would be facility specific and thus would be considered outside the scope
of the TSLA network.  This does not prohibit the encapsulation of either asset nor does it prohibit the
assets to exist as independent entities on the network.  This approach will be required for some acquisition
radars where the C3 interface is implemented using a baseband radar video signal and synchronization
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pulses.  Encapsulation, with the requisite data transmission over the network, does not provide a
mechanism for remoting this type of interface.

5.7.2.2. C3 ENTITY AND FACILITY ENCAPSULATION

The entity analysis assumes that the tactical C3 system does not interact directly with the test
environment.  In this case, the C3 system will be encapsulated for use in a distributed EW test environment
as shown in Figure 16.  The facility analysis, however, indicates that certain assets are tightly coupled
within a facility (e.g., C3 and a TAR) and require a direct, in-the-facility data path that is either too
specialized in terms of protocol or too high in bandwidth to be realistically supported by network
communications.  In this case, an example of one potential facility encapsulation is shown in Figure 17.  In
the example, the actual encapsulation of each entity (e.g., the data) and the overall encapsulation of the
facility (e.g., all potential communication paths) are issues that must be resolved during federation
development.  The example is included to show the flexibility of the encapsulation approach and to aid in
federation development.
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Figure 15.  Block Diagram of a Typical C3 Node Integrated in to the TSLA Network
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Figure 16.  Encapsulation of the C3 Entity
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Figure 17.  Encapsulation example for a facility with C3 and TAR

5.7.3. C3 INSTRUMENTATION

5.7.3.1. DATA INTERFACE REQUIREMENTS

An interface shall be provided to convert between signal formats of the tactical C3 system
and the network.  The exact requirements will depend on the particular implementation of the tactical C3

system.  The typical interface identified in the analysis consists of an asynchronous serial data format
carried by RF radio links or twisted-pair land lines.  The interface must use the serial data stream on the
tactical C3 side of the interface and network data structures on the network side for both incoming and
outgoing messages.  This interface may also be required to perform data acquisition and/or recording
functions depending on the specific needs of the customer.
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The native interfaces typically include initial synchronization strings which allow the
receiving end to synchronize rate of the incoming data.  In addition to a synchronization pattern, the
messages usually include an initial character string which identifies the beginning of the message.  In
general, the messages will also include data bits for error detection, error  correction, and encryption.
These-asset specific requirements shall be designed into the data interface so that it will not be necessary to
transmit the additional data.

5.7.3.2. VOICE COMMUNICATIONS INTERFACE

If threat faithful voice communications between the various players in the threat air defense
system are required, the tactical C3 entity shall provide a voice communications interface.  The voice links
are an integral part of the mission of the C3 asset and should be carried over the network.  Voice
communications requirements are not included in Table 3

5.7.3.3. DATA LOGGING

Data logging does not impact the operation of the network during the federation execution.
The following discussion of data logging for the tactical C3 entity is representative of the kind of
specification that must be provided during federation design.  The following discussion should not be
considered part of the network requirements.

The tactical C3 systems on the TSLA network may be required to provide data logging
equipment similar to any asset supporting EW test missions.  The capability to record all incoming and
outgoing messages at both ends (two or more) of a communications link could provide a very powerful
debugging tool for locating and correcting communications failures.

The tactical C3 systems on the network may also be required to provide data logging of
internal data which is not directly represented in the data exchanges between systems.  Typical of the
internal data that may be recorded are,

1. all operator actions (button pushes, switch actuations, joy stick positioning, etc.,
2. all target tracking filter states not included in the message data,
3. target characterization data (IFF, threat priority, target identification, target type, tail

number, target prohibition, etc.)
4. asset locations,
5. origin coordinates,
6. engagement status,
7. mode changes, etc.

Some customers require the playback of C3 operator displays in post mission test analysis.

5.8. STRATEGIC COMMAND, COMMUNICATION, AND CONTROL ENTITY

5.8.1. FUNCTIONAL DESCRIPTION

The primary function of a strategic C3 entity is to track, select and assign targets to lower echelon
C3 assets (e.g., a tactical C3 asset).  A secondary function of a strategic C3 entity is to accept target
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designations from a higher level C3 system and perform data fusion on the designations.  A tertiary function
of a strategic C3 entity is to store and display sectors of responsibility for each of the tactical systems as an
aid in making tactical assignment decisions.  Although the data source and destination  for a strategic C3

system are different when compared to a tactical C3 system, the data structures required to perform the
functions are contained in a subset of the data requirements for the tactical C3 systems.  Because the data
structures are similar, the encapsulation of a strategic C3 asset is identical to the encapsulation of the
tactical C3 asset.  From the point-of-view of the network, the strategic C3 entity and the tactical C3 entity
may be combined into a single entity type designated simply as a C3 entity.

5.9. STAND-ALONE ENVIRONMENT MONITOR ENTITY

Req. 67. A Stand-Alone Environment monitor requirement is defined to support the following two
applications.  For open air range applications, this monitor shall provide the surveillance capability
needed to detect the presence of any spurious emissions on the range which may compromise the
quality of the test.  For facility applications, the Stand-Alone Environment Monitor could be used to
support the signal verification requirements of multiple assets within the facility.

5.9.1. FUNCTIONAL DESCRIPTION

Environment monitors have been specified as part of the instrumentation suite for many of the
entities addressed earlier in this specification.  In addition to these monitors, it is necessary to include a
monitor to perform general surveillance in vicinity of any open-air assets participating in the test.  This
monitor, instead of checking on the performance of any of the entities, is checking that there are no
extraneous emitters in the test environment.  This monitor uses the same mode information from emitting
entities as that used by the entity monitors.  However, the Environment Monitor uses this information to
determine what to eliminate from the signals of interest.  If after eliminating any of the signals reported by
legitimate entities in the test, there remain other signals, it is the job of the Environment Monitor to make
this determination and report this information to the Test Director Facility.

5.9.2. ENVIRONMENT MONITOR ENTITY ENCAPSULATION

The Environment Monitor is intended to function as a monitor of the real environment
experienced by the live entities in the TSLA federation.  In a sense, it is the encapsulating device which
moves the extraneous RF environment into the data domain.  The Environment Monitor does not require
encapsulation.

5.10. COMMUNICATION ECM ENTITY

Req. 68. A constructive Communication ECM entity shall be provided for the purpose of implementing
data link ECM techniques.

5.10.1. FUNCTIONAL DESCRIPTION

The Communication ECM entity intercepts data, potentially alters the data, and republishes the
data to the original subscriber.  Not all data are subject to interception by the Communication ECM entity.
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Command data, telemetry data, and other such data that might be communicated between entities during a
live exercise are possible targets for interception.  Data that exist solely due to the distributed nature of the
EW test (e.g., radar mode data) are not possible targets for interception.

5.10.2. COMMUNICATION ECM ENTITY ENCAPSULATION

In most cases, this entity will be implemented as a virtual or constructive asset.  Implemented in
this manner, the entity is anticipated to be naturally confined to the data domain so that the encapsulation
will be a standard part of the entity.  A block diagram indicating the anticipated deployment method for this
entity is shown in Figure 18.  The dotted arrow within the entity is meant to denote the normal path for
information flow in the absence of a Communications ECM Entity.  For the purposes of TSLA it is
expected that the communications ECM function will be contained within the entity itself so that no other
inputs are required.  Hence, encapsulation is obtained through the natural design of this entity.

COMMUNICATION ECM

ENTITY

PUBLISHED DATA SUBSCRIBED DATA

Figure 18.  Communications  ECM  Entity

5.11. FACILITY CONTROLLER

Req. 69. A Facility Controller entity is defined to permit access to and control of entities within a test
facility without requiring that each individual entity interface be HLA compliant.

Req. 70. The Facility Controller shall be the physical and logical connection point for the network to all of
the entities within the facility.

5.11.1. FUNCTIONAL DESCRIPTION

As described in Section 3.2, many facilities are already organized around a common network
gateway that explicitly supports the use of a facility as the physical point of connection to the network and
as a logical control point for the entities within its purview.  The facility controller is the abstraction that
allows all entities to properly respond to commands from the Test Director Facility.  The facility controller
may also abstract certain elements of each entity into its own function.

5.11.2. FACILITY CONTROLLER ENCAPSULATION

No encapsulation is required for the Facility Controller.  It resides in the data domain in its
natural state.
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5.11.3. FACILITY CONTROLLER INSTRUMENTATION

No instrumentation is required for the facility controller beyond what is already necessary to
implement the controller.

5.12. TEST DIRECTOR FACILITY

5.12.1. FUNCTIONAL DESCRIPTION

The Test Director Facility is responsible for monitoring and controlling all test activities during a
test.

Req. 71. All data transmitted over the network shall be made available for use by the Test Director
Facility.

This information shall be reduced, processed and displayed to keep the Test Director informed as
to how the test is progressing and to assist the Test Director in determining what actions, if any, are
required to alter the test sequence.

The Test Director Facility monitors,

1. data necessary to analyze the quality of the test, and
2. data necessary to evaluate the performance and/or effectiveness of the System

Under Test (SUT).

Quality-of-test data includes 1) scenario visualization data, for example,

scenario map,
threat laydown,
target position versus time, and
threat mode versus times,

2)  QA data, for example,

SUT response versus time,
filter center plot board,
verified emitter mode versus time, and
verified SUT response versus time,

and 3) network status data, for example,

the result of BIT procedures, and
the result of entity latency measurement.

SUT data include, for example,

SUT Modes,
Threat track files,
ECM tables,
blanking statistics, and
output power characteristics.

The Test Director Facility controls the test execution by
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1. providing measurement scripts to instrumentation,
2. configuring the network, and
3. transmitting commands to the affected nodes.

To automate certain measurements, the Test Director Facility shall supply measurement scripts
to particular instrumentation systems.  The Test Director Facility shall be responsible for initializing
network nodes and maintaining the status of the network.  Commands processed by the Test Director
Facility include controlling the test execution (e.g., Start test, Stop test, Pause test, and Initialize test), and
reconfiguring Test Director displays (e.g., type of data to display, and size of a display window).

5.12.1.1. DATA COLLECTION REQUIREMENTS

The Test Director Facility shall have the capability to monitor all network traffic exchanged
between entities during a test.  The data  are necessary to perform a quick-look assessment of the SUT
during the test.  Data logging requirements necessary to perform a detailed analysis of the test are
determined during federation development.

5.12.1.2. INSTRUMENTATION REQUIREMENTS

Req. 72. The Test Director Facility shall have the ability to remotely control all instrumentation systems.

The Test Director Facility does not have any specific instrumentation requirements.  The
Test Director Facility does however interact with all test instrumentation.  The Test Director Facility shall
have the ability to remotely control all instrumentation systems using measurement scripts.  These scripts
shall be downloaded prior to the start of a test.

5.12.1.3. REAL-TIME DATA COLLECTION, PROCESSING, ANALYSIS,
AND DISPLAY

Req. 73. The Test Director Facility shall have the ability to display a scenario map while the test is
proceeding.

Req. 74. The Test Director Facility shall have the ability to display the test status while the test is
proceeding.

Req. 75. The Test Director Facility shall have the ability to display a SUT display while the test is
proceeding.

Req. 76. The Test Director Facility shall have the ability to display SUT performance measures according
the requirements arising from federation development.

Req. 77. The Test Director Facility shall have the ability to display a filter center plot board while the test
is proceeding.

Req. 78. The Test Director Facility shall have the ability to display the network status while the test is
proceeding.

Req. 79. The Test Director Facility shall have the capability to communicate directly to facility personnel
using voice communications.
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Real-time data collection, processing, analysis and display are required to provide the Test
Director with timely, accurate, and easily understood information about the status of the test while it is
proceeding.  The potentially large expense imposed by the use of several test facilities for a single test
makes bad data extremely expensive.  Any failure in the “test equipment” or the SUT must be detected as
soon as possible to avoid costs for unproductive test time.  The requirements delineated below address the
two types of information required: test environment visualization and SUT performance information.

5.12.1.3.1. TEST VISUALIZATION

The Test Director Facility shall be capable of providing full test visualization to the
Test Director.  Test visualization shall be at a sufficient level of detail to provide the director any
information necessary to determine that the test is proceeding as planned.

One test visualization requirement is a scenario map similar to the map shown in Figure
19.  This map would provide at least the following information:

1. Geographical region including terrain, physical landmarks, latitude/longitude grid,
2. Threat positions and state (off, search/acquisition, track, missile launch),
3. SUT position and attitude vs. time, and
4. Airborne Interceptor (AI) position and attitude vs. time.

Color is used in this display to indicate different threat states.

Another test visualization requirement is a status window that contains the following
information:

1. Time of Day, Scenario Start Time, Elapsed Time Since Scenario Start Time,
2. Network Status, and
3. Error Messages.

This information provides the Test Director with a status of the test and the health of the test setup.  Any
problems or errors shall be reported in this display.  An example of the status display is shown in Figure
19.
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Figure 19.  Scenario Map Status Display for Test Visualization.

Another test visualization requirement is a simulated SUT display containing both
actual and expected responses.  The simulated displays shall be as close to the actual SUT display to
determine if the SUT is responding as expected.  This would include a time history of SUT responses in the
form of  color-coded histograms.

Another test visualization requirement is a filter center plot board similar to the plot
board shown in Figure 20.   The plot board is used to monitor the status of C3 assets.  This board shall
contain a plot of all active target tracks and their status (e.g., tracking, assigned to terminal threat).

 Another test visualization requirement is a tabular list of active emitters  The list of
emitters indicates which emitters are supposed to be active along with another indication as to which
emitters have been verified as radiating in the correct mode.  The verification procedure must use a list of
active techniques to perform its function.  The emitter list would also contain a field to indicate the ECM
technique and the verification status of the technique.

Finally, another test visualization requirement is a network status display.  The purpose
of the network status display is to indicate all active facilities on the network and their general status.
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Figure 20.  Filter Center Plot Board Example.

5.12.1.3.2. SUT ASSESSMENT

Depending on the design of the EW test, different measures of SUT performance are
important.  The Test Director Facility should provide the capability to display the following SUT
performance measures:

Response Time for Signal Intercept,
Threat Detection/ Deletion Range,
Correct Emitter ID,
Response Time for Correct Final ID,
Correct Threat Prioritization,
DF Accuracy,
ECM Technique Response Time
Correct Technique Selection,
ECM Technique Generation,
ECM Technique Activation/Deactivation,
Multi-Threat Jamming Response,
Correct Technique Parameter Emission,
Jamming-to-Signal Ratio,
Engagement Time/Envelope Reduction,
Tracking Error,
Breaklock/ Track Loss,
Reduction in Missile Launches/ Projectiles Fired,
Missile/ Projectile Miss Distance,
Reduction in Lethality (RIL),
Probability of Kill, and
Net Reduction in Lethality.

The ability of the Test Director Facility to display these measures does not imply the requirement to
compute these measures.
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5.12.1.4. USER INTERFACE REQUIREMENTS

The Test Director Facility shall provide real-time controls and displays for the test.  The
Test Director will be required to quickly interpret displayed data, make decisions, and execute commands.
A reconfigurable, graphical user interface (GUI) would maximize the ability to support rapid decision
making.  Resizable windows that contain color images and text can potentially enable the test engineer to
assimilate more information and perform with higher productivity.  The notion of reconfigurablity includes
specifying the number of windows, the size of each window, the location of the window, and the type of
data displayed.  The notion also includes the ability to select axis scaling for all displays.  Axis scaling
includes changing the scenario map region (e.g., zoom in, zoom out, move display), changing the time
resolution on displays, and changing the axis resolution on the performance measure displays.

5.12.1.5. VOICE COMMUNICATION REQUIREMENTS

Test site personnel frequently request a separate voice communication link for test
coordination.  This link is used to insure that the tests are conducted fairly, and to insure that opposing
forces do not overhear discussions which might compromise the test integrity.  The data on the second
voice link is not part of the federation execution, but rather a part of the structure for federation
development.

6. BIT/FAULT MONITORING REQUIREMENTS

Req. 80. Each entity shall have the capability to support three levels of BIT: power-on self test, periodic
self-test, and diagnostics.

Req. 81. Each entity shall have the capability to support network monitoring for checksum errors and
latency.

Each entity participating in the federated test shall support three levels of Built-In-Test/Self-Test
capability.  The first level BIT shall be the power-on self-test.  This test shall include executing the normal
self-test boot-up procedure.  Failed results shall be reported to the Test Director during roll call.  At the
conclusion of the power-on BIT, the status of each entity shall be displayed to the Test Director.  The
second level of BIT shall be the periodic background self-test.  At a periodic interval, the each entity will
report its health status.  This status information shall be aggregated into a network health status and
displayed to the Test Director.  The third level of BIT is detailed diagnostics.  This BIT is executed outside
of the federation execution.

Fault monitoring shall also include the capability to monitor the performance of the communication
network supporting the federation.  Network monitoring shall consist of surveillance for excessive or
frequent checksum errors in data transmission and consistently excessive latency.  The status of the
network shall be reported along with the entity BIT status.
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7. DATA STORAGE REQUIREMENTS

Req. 82. The work products resulting from federation development shall contain requirements for long-term
storage capacity and media.

Removable media shall be used for long-term storage for programs and data.  Volatile memory shall
be used for all working storage in workstations, instrumentation, interface converters, signal generators,
and monitors.  The storage capacity requirements for the removable media are dictated by the functional
requirements of the equipment.  Therefore, storage capacity should be addressed in the specifications for
individual equipment.

8. NETWORK SECURITY REQUIREMENTS

Req. 83. All entities in the test shall be cleared to the same clearance level and need to know.

In an EW test, there is a constant, fundamental requirement to protect the nature of the signals and the
test data from compromise1.  Security must be a standard practice for EW testing, particularly in a
distributed environment.  There are two main issues which arise relative to security for distributed
simulations: levels of security, and methods for encryption.  This section provides recommendations for the
method to address each of these issues in an EW test application.

It seems that occasionally, some facilities involved in a distributed simulation do not have the proper
clearances or access permits to be granted full access to the test data.  This can occur in large tests,
particularly in those involving allied foreign nationals  The simplest means to address the situation is to
permit each participant to interact at the same security level.  Managing the test at one level of security
drastically reduces the administrative burden of executing the test, and it also reduces the signal processing
and handling requirements, which can only improve the latency of the network.

Classifying all of the data to the same level and permitting all participants to see all of the data also
reduces the complexity of the encryption process for protecting the data during transmission.  When all
data is treated at the same (highest) level, then a facility has the option of encrypting at each entity or block
encrypting all the channels  that leave the facility.

9. DATA LATENCY TOLERANCE

Req. 84. Data latency shall be less than the limits indicated in Table 1.

9.1. INTRODUCTION

Tolerance of data latency is directly dependent on the inherent responsiveness of the data consumer
and the predictability of the data from the data generator.  For example, a system which would take 10
seconds to respond to new data would not be materially affected if the data were delayed by one second.

                                                  
1 Using a network of entities has the side effect of reducing the potential for exploitation of the countermeasure

signals.  This is true because, using a network, it is possible to test the effectiveness of a SUT against closed-
loop threats, without requiring any free-space radiation.  The absence of free space radiation makes the EW test
relatively secure against interception and exploitation.
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Likewise, if the future output from a data generator can be predicted for a few seconds while waiting for
the next update, then these few seconds of latency can be tolerated.  Accuracy of future predictions is
extremely dependent on whether the data is time continuous or discontinuous.  An example of a time-
continuous data source would be a missile trajectory.  Examples of a discontinuous data source would be
the operating mode selected by a human operator or the seeker in a semi-active missile.

In general, latency tolerance is a property of the two entities involved in the data transmission process,
and the closed-loop bandwidth of the system implemented by the interconnection of these entities.  A
complete catalog of tolerable latencies would include at least one value for each entity type.  General
results can be stated for various groups of entities and types of data.  The specific groupings are time-
continuous position reports, command and control messages, and system operating modes.  A summary of
the requirements for each of these data types is provided in Table 1.  The rationale for each of these
requirements is provided in the following subsections.

Table 1.  Tolerable Latency for Required Data Types.

DATA TYPE TOLERABLE LATENCY

POSITION 100ms

COMMAND AND CONTROL 250ms

OPERATING MODE 50 to 100ms, with a goal of 3ms

9.2. POSITION

A moving object will follow a course which is predictable over some period of time if the velocity and
acceleration for the object are known.  As long as the acceleration remains constant, the predicted location
of the object can remain accurate for several seconds beyond the last update.  Any maneuver, however, will
result in a change in acceleration, and if unreported to the data consumer, will cause error to accumulate in
the predicted position of the object.  The question is how long can predictions continue to be accurate
following a change in acceleration.

A simple assessment of this problem can be performed by evaluating the change in position due to the
change in acceleration.  For example, a change in acceleration of 20g’s will result in a position difference
of 1 meter at 100ms, 98 meters at one second, etc.  This distance must be compared to the resolution
properties of the entities which may use this data.

Radar signal strength is proportional to the fourth root of range, so even a one second update will not
affect the accuracy of the target injection unit.  The range-resolution of a radar is constant with respect to
range.  In the radar systems of interest the minimum resolution is 15 meters while the typical resolution is
approximately 50 meters.  Defining tolerable to be 25% of minimum resolution results in a time latency of
about 40ms.

The cross-range resolution depends on the range to the target.  A target tracking radar with a one
degree beamwidth will have a cross-range resolution of 80m at 5km, or 800m at 50km.  Defining tolerable
to be 25% of this resolution indicates that approximately 40ms of latency is tolerable at a range of 5km,
and 1.4s is tolerable at 50km.
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It is important to remember that these calculations were performed for 20g acceleration,  This is
probably an extreme case.  While some missiles may have this maneuverability, the relative acceleration,
viewed by the missile’s intended target, will be lower.  Only in the cases where the missile is being tracked
by a radar on the ground would the full measure of the acceleration be apparent.  It is also important to
remember that the trajectory calculations use position, velocity and acceleration.  The calculations above
use the difference between the perceived acceleration value and the actual acceleration value (i.e.,
acceleration error).  The acceleration error would probably never be as large as 20g.  The tolerable latency
is inversely proportional to the square root of the acceleration error.  For the most demanding engagements,
a reasonable value for tolerable latency on the variables needed to predict position is approximately 100ms.
Tolerable latency is larger for more docile (e.g., ground vehicles) engagements.  The 100ms factor also
works out well from a closed-loop bandwidth perspective.  Track processing servo bandwidths of interest
are 5Hz or less.  An occasional sample delay of half the servo step response time will not have any
extended effects.

9.3. COMMAND AND CONTROL DATA

For the purpose of analyzing the impact of data latency, C3 data will consist of any message traffic
involved in the communication of detection, assignment, status, and results of an engagement.  The
approach used to evaluate the tolerable latency considers the overall processing time to perform a target
assignment and launch.

The time between the initial target detection by a search radar and the time that a missile is launched
against the target ranges between five and 15 seconds.  The actual time depends on the target range, target
speed, the number of layers in the C3 architecture, and time required for processing in each of the nodes in
the command chain.  The minimal time is associated with the most shallow C3 structure, which must
involve at least two data transmissions.  Defining tolerable to be 10% of the overall processing time, results
in a latency through the entire process of 0.5 to 1.5 seconds.  With the minimal C3 structure up to 250ms is
tolerable for each link.  For the more complex C3 structures, there are more links and paths and
commensurately more time involved in the process.  A four layer C3 structure (which might take up to 15
seconds to make a target assignment) would tolerate 1.5/4 = 400ms for each link.  It appears the minimal
system has the most stringent latency tolerance requirements.  Since this latency is manageable, the most
stringent requirement should be used for all command and control data.

9.4. OPERATING MODE

Operating mode data is information which is used by the various signal injection units to locally
replicate the RF environment for the associated system.  The threat and EW entities interact within a
closed-loop system: the behavior of one prompts some change in the behavior of the other.  As in the other
cases, tolerable latency is defined to be small compared to the response time of an entity.

Response time estimates for these systems are probably the most difficult to estimate.  ECM systems
generally need the information from a sequence of pulses from a threat to make decisions about the threat
mode in order to determine the appropriate response.  Because of the possibility that there may be low PRF
signals occupying the same frequency band with high PRF systems, the data collection intervals are
generally set according to the low PRF.  Hence the data collection interval can be 10 to 100ms.
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Following data collection time is the time required to process the data.  An analysis of current
processing requirements indicate that a total response time of between 0.5 and 1 second represents current
systems. Allowing 10% for tolerable latency indicates that current systems can be accommodated with a
latency of 50 - 100ms. There are expectations of future systems, however, which can perform the threat
mode determination in a much shorter time.  It is not clear how this will be accomplished, and thus it is
unclear how short to specify the response time.  In the long term, some approach may be required to
compensate for excess latency.

10. NETWORK COMMUNICATION REQUIREMENTS

Req. 85. The data bandwidth requirements for each entity type shall not exceed the bit rates indicated in
Table 3.

The communication capacity needed to support the requirements for EW testing is a complex function
of

the number and types of entities,
their particular geographic locations,
the number of entities which are collocated and whose interactions are not in the data domain,
the specific communications topology used to support the test,
the blocking of data elements into packets for communication over this network,
the transport protocol employed on the network, and
whether a network is used (as opposed to a shared memory approach, where each entity has its

own point-to-point connection to the memory).

Because of the large number of variables and the uncertainty of many of these, it was not possible to
derive a specific conclusion on the aggregate communication requirements for TSLA.  However, it is
possible to derive the bandwidth requirements for each of the entities defined in Section 5.  The publication
requirements for each of the entities is cataloged in Appendix A.  A minimum word length was defined for
each of the data elements.  Following that, a maximum update rate was defined for each of the data
elements.  In this way, a bit rate requirement could be established for each data element.  Summing all of
these individual bit rate requirements produces a composite bit rate requirement for an entity.  The bit rate
calculated in this manner is an ideal bit rate because the rate does not include any inefficiencies of data
grouping, which may cause certain data to be sent more often than it needs to be; nor does it include the
inefficiency of the communication process itself.  An efficiency factor of 100% was added to the ideal bit
rate requirements to produce the expected bandwidth requirements for each entity.  An example of these
calculations for the Track Radar entity is shown in Table 2.  The data bandwidth for any additional entities
may be defined by using this process.  For those entities which can be repositioned during the test, the
position update rate used in the calculations was chosen to be the maximum of 40Hz.
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Table 2.  Example of Entity Data Bandwidth Calculation.

Data Name Network Mode Units Res Max Word Size Update Rate bps

TRACK RADAR 686 14148
Identification [I]
ID Serial Number [I], [X], [P] 16 40 640
Date [I] 1 365
Time [I], [X], [P] ms 0.1 86,400,000 32 40 1280
Fault [X] 32 1 32
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X] 16 20 320
Detection [X] 108 40 4320
Verified Injection [X] 1 10 10
Verified Emission [X] 1 10 10
Position [X] 96 0 0
Orientation [X] 96 0 0
Boresight Angle [X] 32 40 1280
Servo Error [X] deg 64 40 2560
Track Status [X] 16 10 160
Tracking Error [X] deg 64 10 640
J to S Ratio [X] dB 0.1 50 16 10 160
S to C Ratio [X] dB 0.1 50 16 10 160
Op Command [X] 32 40 1280
Op Response [X] 32 40 1280
Engage Result [X] 16 1 16
Miss Distance [X] 32 1 1024

The summary results for the remaining entities are presented in Table 3.  Note that this table provide an
estimate of output bandwidth only.  Input requirements for an entity would be the sum of all the attributes
subscribed to by the entity.  For example, since the test director entity may subscribe to all attributes to
support real-time visualization and analysis, its input requirement would be the sum of all other entities in
the federation.
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Table 3.  Entity Data Bandwidth Summary.

Entity Type bps

EW RADAR 3630

GCI RADAR 10212

HF RADAR 3832

TRACK RADAR 28298

ACQUISITION RADAR 9620

AI RADAR 26544

MISSILE 39020

PLATFORM 26080

JAMMER 1864

C CUBED 11860

STAND ALONE ENV MONITOR 1140

TEST DIRECTOR 320
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APPENDIX A. PUBLICATION AND SUBSCRIPTION TABLES

A.1. COMMON DATA COMPONENTS

In Section 5.2.1 the data hierarchy was described in terms of a collection of structured data
definitions.  The logical definition of the structured data is presented in this section.  The logical data
represent the essence of the data that are important for entities to exchange during an EW test.  The
particular resolution (e.g., number of bits), the dynamic range (e.g., float versus integer), and the update
interval for each data element are not critical to this specification and will be provided in a later
specification.  In addition, the total definition of some data structures may appear to be incomplete.  In
these cases, the data contained by the structures are exchanged either before or after the federation
execution.  Because this type of exchange does not impact the bandwidth of the federation execution, a
precise definition is not considered to be essential.  Recognizing the need for the exchange of certain data is
important at this stage of the network definition, however, defining the exact representation is not critical.

The data structures listed here should not be confused with DIS PDUs, and are not intended to be used
as PDUs.  On a fine-grain, attribute-passing networking system (e.g., HLA) the data structures defined
below may indeed be the data structures passed between entities.  In this case, the networking system is
hiding some packet detail from both the publisher and subscriber.  Depending on the overall system data
requirements, and the efficiency of the networking system, appropriate PDUs may be defined using the data
structures defined below.

The structured data definitions are described below in alphabetical order.

A.1.1. ARMED

A logical true/false datum.  Indicates whether an ordnance is ready for operation.

A.1.2. BEGIN PULSE

A logical true/false datum.  Indicates when a scanning radar has passed through its scan origin.
This datum along with the scan period can be used to determine the boresight versus time position of a
scanning radar.  For circular scan radars, the begin pulse may also be called the north pulse.

A.1.3. BORESIGHT ANGLE

A data structure used to indicate the boresight angular orientation (e.g., azimuth and elevation) of
the antenna pattern for tracking radars.  The variables are reported in a coordinate system relative to the
radar making the measurements.  A subscribing entity would also need to subscribe to position and
orientation of the radar system so that the relative measurements may be transformed into a WGS position.

A.1.4. CHAFF DISPENSE

A data structure used to indicate that chaff has been dispensed.  The deployment characteristics
important for initializing the chaff model are included in the structure.
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A.1.5. COUNT, HEADER, AND DATA

The three structures count, header, and data are intended to be used together so that tabular data
may be distributed prior to an EW test, but used in a very flexible manner during the federation execution.
The following entity data are tabular,

Antenna Pattern - a general antenna pattern,
ECM Rec - ECM receive antenna patterns,
ECM TX - ECM transmit antenna patterns,
RCS - radar cross section, and
Reflect - reflectance measures (i.e., used for semi-active systems).

Count is an integer value used to indicate the number of tables of a particular type that will be
used.  Header represents a data structure that includes the parameters of the tabular data (e.g., Serial
Number, Frequency, Granularity, Maximum/Minimum Azimuth, Number of Data Points, etc.).  Data
represents a data structure that includes the independent and dependent values for one point in the data
table (e.g., Azimuth, Elevation, Vertical Gain, Horizontal Gain, etc.).  It is possible that antenna pattern
data, RCS data, and reflectance data will require different data structures.  This possibility is not
problematic since it is expected that this data will be transferred to each entity prior to the federation
execution.

A.1.6. DATE

A data structure used to indicate the calendar date (e.g., Year and Julian Date) when the EW test
begins.

A.1.7. DETECTION

A data structure used to indicate the parameters of a detection. The variables defined in the
detection structure are reported in a coordinate system relative to the radar making the measurements.  The
position and orientation of the radar system are needed so that the relative measurements may be
transformed into a WGS position.  A radar-relative frame of reference has been chosen for several reasons.
First, a radar entity may not be inherently aware of its own position and orientation information.  Position
and orientation information in this case would be provided by the platform associated with the radar.
Second, in many cases, a radar entity does not measure enough information to perform a complete
coordinate transformation between the relative measure and the global coordinates.  A height finding radar,
for example, only measures a relative elevation angle which cannot be transformed into a unambiguous
point.  Third, data fusion from multiple sensors is a C3 function.  In most cases, the C3 entities already
assume the data will be provided in units relative to the radar system.

Depending on the capability of the radar reporting the detection, certain values in the detection
report may not be valid.  To provide a common detection structure for all radars, validity variables are used
to assert the validity of each reported parameter.  It is expected that the parameter validity data would be
implemented as a single bit field, however, this is an implementation issue that will not be specified here.
The data elements of a detection include,

Local Target ID - relative serial number assigned by the individual radar system,
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Azimuth Valid - logical true/false datum used to qualify the azimuth measure,
Elevation Valid - logical true/false datum used to qualify the elevation measure,
Range Valid - logical true/false datum used to qualify the range measure,
Doppler Valid - logical true/false datum used to qualify the Doppler measure,
Azimuth - value for the azimuth measurement,
Elevation - value for the elevation measurement,
Range - value for the range measurement, and
Doppler - value for the Doppler measurement.

A.1.8. DIRECTOR COMMAND/RESPONSE

As discussed in Section 5.1, certain commands may be supported by network services.  Commands
that exist solely for the purpose of managing the distributed nature of an EW test, to manage entities that
are either virtual or constructive or to manage aspects of test data collection are considered to be director
commands.  These are commands that wound not exist under a normal, live deployment scenario.

The Test Director Facility is the publisher of director commands and the facility controllers are the
subscribers.  Likewise, the facility controllers are the publishers of director responses and the Test Director
Facility is the subscriber.

Because the current thought is that these commands will be supported in the network services, no
explicit command/response data structure has been defined.  If this assumption is not true, then a
command/response structure similar to the op-command/ op-response structure could be used.

A.1.9. ENGAGE RESULT

The engage result variable conveys the outcome of an attack, as reported by the tracking sensor
responsible for firing the weapon.

A.1.10. FAULT

Two types of faults are reported by the fault structure.  An entity status component reports the
functional status of the entity equipment (e.g., Off, On, Standby, Failed).  The data for this variable are
usually generated by instrumentation within the entity.  The communication status component reports the
functional status of the network connection (e.g., Okay, Late, Failed).  The data for this variable are
usually generated by software routines in the network interface, although the definition for late data may be
initialized by an entity.

A.1.11. ID SERIAL NUMBER AND IDENTIFICATION

The ID serial number structure is an implementation tool associated with the identification
structure.  The expected implementation is, identification structures are transferred prior to an EW test, and
ID serial numbers are used to pair a particular identification structure with a particular entity.  A
subscribing entity could use the serial number to perform a lookup if additional entity information is
required.  The identification structure data would consist of, for example, ID Serial Number, Entity Type,
Country, Category, Sub-category, etc.
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A.1.12. IMAGE SOURCE

When an ECM technique is employed which bounces some of the jamming energy off the ground
or the water, the radar instrumentation used to inject this ECM into the radar requires a surface reflection
coefficient  to compute the strength of that component of the ECM signal.

A.1.13. J TO S RATIO

A numeric datum used to report the jammer to signal ratio, typically reported by TTRs and AIRs.

A.1.14. LATENCY

Latency data are expected to be transmitted after the federation execution so the exact nature of
the data does not have a critical impact on the bandwidth during the federation execution.  The data needs
for latency would be determined during federation development.  The elements may include, for example,
minimum latency, maximum latency, average latency, etc.

A.1.15. LAUNCH/FIRE STATUS

An enumerated datum that represents the status of an ordnance.

A.1.16. MISS DISTANCE

The distance between an ordnance and the target calculated at the time of detonation.

A.1.17. MODE

The three structures mode count, mode data, and mode serial number are intended to be used
together so that tabular mode data may be distributed prior to an EW test, but used in a very flexible
manner during the federation execution.  There are two entity types that require the publication of mode
information, radar entities, and ECM entities.  Mode count is an integer representing the total number of
mode data table entries that exist.  Mode data is a structure that represents one line of the data contained in
the table.  Mode serial number is used to index into the mode data table.  Each unique mode will have a
unique serial number.  Serializing the data minimizes the size of the data that must be published during the
federation execution.  A mode change is indicated by publication of a new mode serial number.  The
subscribing entity will use the mode serial number to look-up the associated mode parameters.

The data requirements for radar entities and ECM entities are different.  Some of the
considerations are discussed below.

A.1.17.1 JAMMER MODE DATA

The ECM entity provides the data necessary to allow a radar determine the environment.
This data includes ECM mode data.  The operational states of each ECM entity are codified in a set of
mode parameters or ECM modes. Each ECM mode is tagged with a serial number.  Prior to the federation
execution, the complete set of ECM modes is transferred to each affected entity.  During execution, an
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ECM entity need only to publish the mode serial number.  The affected entities shall perform the mode
lookup to obtain parameters associated with the current mode.  Mode data might include, for example,

Mode Serial Number,
Technique (e.g., noise, false target),
Upper Frequency,
Lower Frequency,
AM,
FM,
Amplitude,
Pulse Repetition Interval,
Pulse Width,
Number of Targets,
Walk Rate,
Deployed, and
Tow Length.

A.1.17.2 RADAR MODE DATA

In a similar manner, the operational states of each radar are codified in a set of mode
parameters or radar modes.  Each radar mode is tagged with a serial number. Prior to the federation
execution, the complete set of radar modes is transferred to each affected entity.  During execution, a radar
entity need only to publish the mode serial number.  The affected entities shall perform the mode lookup to
obtain parameters associated with the current mode.  Mode data might include, for example,

Mode Serial Number,
Radar Type (e.g., GCI, HF, TTR, etc.),
Operation (e.g., Scan, Track, Height, etc.),
Mode State (e.g., off, on, standby),
Power,
Frequency,
Pulse Repetition Interval,
Pulse Width, and
Scan/Nod Period.

A.1.18. OP COMMAND

Operational commands or op commands are commands that one entity issues to another entity
during the normal course of operation in a deployed state.  Some commands (e.g., assignment command)
require additional data in addition to the command.  Other commands, (e.g., arm command) do not
necessarily require additional data.  In the case where the network services support the exchange of a
variable length data structures, a command structure consisting of command code, data length, and
command related data would be used.  In the case where the network services support only fixed length
data structures, a command structure consisting of command code and data would be used.  In this case,
the number of valid bytes of data would be specific to each command code.
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Typical commands and associated data (if any) include, for example,

Arm Command,
Assignment Command,

Target Position,
Target Serial Number,

Detonate Command,
Guide Command,

Bearing,
Speed,
Altitude,
Turn,

Handoff Command,
Target Position,
Target Serial Number

Intercept Command,
Bearing, Speed,
Altitude,
Turn,
Rate-of-Climb,
Rate-of-Closure,
Target Position,
Engine Power,
Engage,
Use Afterburner,
Radar On,
Use Alternate DL,
Arm Weapon,
Return to Base,
Radar Range Setting,
End of Guidance,
Target Track Assignment,
Target Track Count,

Launch Command, and
ECM Power On/Off.

A.1.19. OP RESPONSE

Operational response or op response is the specific response to an op command. Generally, an op
response requires data to convey the appropriate response.  In the case where the network services support
the exchange of a variable length data structures, a response structure consisting of originating command
code, data length, and response related data would be used.  In the case where the network services support
only fixed length data structures, a response structure consisting of originating command code and a fixed
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data length would be used.  In this case, the number of valid bytes of data in the response would be specific
to each command code.

Typical responses and associated data (if any) include, for example,

Intercept Response,
Bearing-to-Target,
Range-to-Target,
Engagement Status,
Time to EOG,
Heading,
Speed,
Altitude,
Fuel,
Rounds,
IR Missiles,
RF Missiles,
Bomb Number,
Relative Range,
Relative Azimuth,
Relative Elevation,
Track Count,
Track ID,

Ready for Assign,
Assign Accept,
Lock,
In Lethal Zone, and
Launch Result.

A.1.20. ORIENTATION

The orientation structure consists of the three rotation angles required to uniquely describe an
orientation.  The Euler angles ψ (about z) θ (about y) and φ (about x) are used.

A.1.21. POSITION

The position structure consists of three coordinate positions in a global coordinate system based
on WGS 1984.

A.1.22. POSITION OFFSET

The position offset structure is a position structure measured relative to another position.  This
structure is typically used for towed ECM devices.
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A.1.23. POST-EXERCISE DATA

Post-exercise data could consist of any logged data required by the proceedings of the federation
development.  Because this data is not exchanged during the federation execution, its definition does not
impact bandwidth considerations during the  federation execution.

A.1.24. POWER

A numeric datum that indicates a power level, typically of an RF emitter.

A.1.25. PRE-EXERCISE DATA

Pre-exercise data could consist of calibration or setup data required by the proceedings of the
federation development.  Because this data is not exchanged during the federation execution, its definition
does not impact bandwidth considerations during the  federation execution.

A.1.26. S TO C RATIO

A numeric datum that indicates the signal to clutter ratio.

A.1.27. SCAN PERIOD

A numeric datum that indicates the measured scan period of a scanning radar.

A.1.28. SENSITIVITY (BEACON)

A numeric datum that indicates the signal strength sensitivity for a beacon system.

A.1.29. SERVO ERROR

The servo error structure is used to report the errors in the servo system for tracking radars.

A.1.30. TARGET LOCKED

A logical true/false that indicates whether a target lock has been achieved.

A.1.31. TIME

Time is measured as the number of milliseconds past midnight.  When the date rolls over to the
next value, the time count shall be restarted at zero.

A.1.32. TRACK STATUS

An enumerated datum that indicates the tracking status of a tracking radar.
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A.1.33. TRACKING ERROR

The tracking error structure is a structure of azimuth, elevation, range, and Doppler, used to
report the difference between the target position and the tracked position.

A.1.34. VERIFIED

An enumerated datum that indicates whether a monitor has verified the correctness of some RF
emission.  Example values include error, busy, and okay.

A.1.35. WARNING

The warning structure is used to report the response from a warning receiver.
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A.2. ENTITY PUBLISHED-DATA DEFINITIONS

Data in the publication tables are designated according a network mode designated as
initialization [I], execution [X], or post-mortem [P].  Data have been arranged in this manner and certain
data have been split into two or more pieces in order that the size of the data designated as execution data
[X] may be minimized.  Data designated as initialization [I] or post-mortem [P]  may be transferred to/from
a site either using the network or by other means.

The entities include,

Active Missile,
Airborne Intercept Radar,
Artillery,
C3,
Command Guided Missile,
Communication ECM,
EW Radar,
Facility Controller,
GCI Radar,
HF Radar,
Jammer,
Missile Warning Receiver,
Missile Warning Radar,
Platform,
Radar Warning Receiver,
Semi-active Missile,
Stand-alone Monitor,
Target Acquisition Radar,
Target Tracking Radar,
Test Director Facility, and
Towed Jammer.



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.1. ACTIVE MISSILE

Req. 86. Active Missile entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
AI/TTR Serial Number [X]
Position [X]
Orientation [X]
Armed [X]
Launch/Fire Status [X]
Target Locked [X]
Op Response [X]
RCS Count [I]
RCS Head [I]
RCS Data [I]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.2. AIRBORNE INTERCEPT RADAR

Req. 87. Airborne Intercept Radar entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Platform Serial Number [X]
Orientation [X]
Boresight Angle [X]
Servo Error [X]
Track Status [X]
Tracking Error [X]
J to S Ratio [X]
S to C Ratio [X]
Op Command [X]
Op Response [X]
Engage Result [X]
Miss Distance [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.3. ARTILLERY

Req. 88. Artillery entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
AI/TTR Serial Number [X]
Position [X]
Orientation [X]
Armed [X]
Launch/Fire Status [X]
Target Locked [X]
Op Response [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.4. C3

Req. 89. Command, Communication, and Control entities shall be capable of publishing the data in the
following table.

Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Time [I], [X], [P]
Date [I]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Op Command [X]
Op Response [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.5. COMMAND GUIDED MISSILE

Req. 90. Command Guided Missile entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
AI/TTR Serial Number [X]
Position [X]
Orientation [X]
Armed [X]
Launch/Fire Status [X]
Target Locked [X]
Op Response [X]
Power (Beacon) [X]
Sensitivity (Beacon) [X]
RCS Count [I]
RCS Head [I]
RCS Data [I]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.6. COMMUNICATION ECM

Req. 91. Communication ECM entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Op Command [X]
Op Response [X]
Launch Status [X]
Target Locked [X]
Engage Result [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.7. EW RADAR

Req. 92. Early Warning Radar entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Position [X]
Orientation [X]
Begin Pulse [X]
Scan Period [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.8. FACILITY CONTROLLER

Req. 93. Facility Controllers shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Director Command [X]
Director Response [X]
Pre-Exercise Data [I]
Post-Exercise Data [P]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.9. GCI  RADAR

Req. 94. Ground Control Intercept Radar entities shall be capable of publishing the data in the following
table.

Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Position [X]
Orientation [X]
Begin Pulse [X]
Scan Period [X]
Op Command [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.10. HF RADAR

Req. 95. Height Finding Radar entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Position [X]
Orientation [X]
Begin Pulse [X]
Scan Period [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.11. JAMMER

Req. 96. Jammer entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Power [X]
Platform Serial Number [I]
Image Source [X]
Verification Injection [X]
Verification Emission [X]
ECM TX Count [I]
ECM TX Head [I]
ECM TX Data [I]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.12. MISSILE WARNING RECEIVER

Req. 97. Missile Warning Receiver entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Platform Serial Number [I]
Verification Injection [X]
Warning [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.13. MISSILE WARNING RADAR

Req. 98. Missile Warning Radar entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Platform Serial Number [X]
Boresight Angle [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.14. PLATFORM

Req. 99. Platform entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Position [X]
Orientation [X]
RCS Table Count [I]
RCS Table Header [I]
RCS Table Data [I]
Reflect Count [I]
Reflect Head [I]
Reflect Data [I]
Chaff Dispense
Op Command
Op Response [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.15. RADAR WARNING RECEIVER

Req. 100. Radar Warning Receiver entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Platform Serial Number [I]
Verification Injection [X]
Warning [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.16. SEMI-ACTIVE MISSILE

Req. 101. Semi-active Missile entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
AI/TTR Serial Number [X]
Position [X]
Orientation [X]
Armed [X]
Launch/Fire Status [X]
Target Locked [X]
Op Response [X]
RCS Count [I]
RCS Head [I]
RCS Data [I]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.17. STAND-ALONE ENVIRONMENT MONITOR

Req. 102. Stand alone environment monitor entities shall be capable of publishing the data in the following
table.

Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Verified [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.18. TARGET ACQUISITION RADAR

Req. 103. Target Acquisition Radar entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Position [X]
Orientation [X]
Boresight Angle [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.19. TARGET TRACK RADAR

Req. 104. Target Tracking Radar entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Antenna Pattern Header [I]
Antenna Pattern Data [I]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Detection [X]
Verified Injection [X]
Verified Emission [X]
Position [X]
Orientation [X]
Boresight Angle [X]
Servo Error [X]
Track Status [X]
Tracking Error [X]
J to S Ratio [X]
S to C Ratio [X]
Op Command [X]
Op Response [X]
Engage Result [X]
Miss Distance [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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A.2.20. TEST DIRECTOR

Req. 105. Test Director Facility entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Time [I], [X], [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Director Command [X]
Director Response [X]



Legend:
I = Pre-Test
X = During Test
P = Post Test
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 A.2.21. TOWED JAMMER

Req. 106. Towed Jammer entities shall be capable of publishing the data in the following table.
Data Name Network Mode
Identification [I]
ID Serial Number [I], [X], [P]
Date [I]
Time [I], [X], [P]
Fault [X]
Latency [P]
Pre-exercise Data [I]
Post-exercise Data [P]
Mode Count [I]
Mode Data [I]
Mode Serial Number [X]
Power [X]
Platform Serial Number [I]
Image Source [X]
Verification Injection [X]
Verification Emission [X]
ECM TX Count [I]
ECM TX Head [I]
ECM TX Data [I]
Position Offset [X]
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A.3. SUBSCRIPTION CROSS REFERENCE
S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

E Identification I I I I I I I I
W ID Serial Number X X X X X X X X

Date I
P R Time X X X X X X X X
U A Fault X
B D Latency P
L A Pre-Ex Data I
I R Post-Ex Data P
S Antenna Pat Head I I I I I
H Antenna Pat Data I I I I
E Mode Count I I I I I
R Mode Data I I I I I
S Mode Serial Number X X X X X X

Detection X X X
Verified Inject X
Verified Emit X

Position X X X X X X X
Orientation X X X X X X X
Begin Pulse X X X X X X X
Scan Period X X X X X
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

G Identification I I I I I I I I I
C ID Serial Number X X X X X X X X X
I Date I

Time X X X X X X X X X
R Fault X
A Latency P
D Pre-Ex Data I
A Post-Ex Data P
R Antenna Pat Head I I I I I

Antenna Pat Data I I I I
Mode Count I I I I I
Mode Data I I I I I

Mode Serial Number X X X X X X
Detection X X X

Verified Inject X
Verified Emit X

Position X X X X X X X
Orientation X X X X X X X
Begin Pulse X X X X X X X
Scan Period X X X X X

Op Command X X X
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

H Identification I I I I I I I I
F ID Serial Number X X X X X X X X

Date I
R Time X X X X X X X X
A Fault X
D Latency P
A Pre-Ex Data I
R Post-Ex Data P

Antenna Pat Head I I I I I
Antenna Pat Data I I I I

Mode Count I I I I I
Mode Data I I I I I

Mode Serial Number X X X X X X
Detection X X X

Verified Inject X
Verified Emit X

Position X X X X X X X
Orientation X X X X X X X
Begin Pulse X X X X X X X
Scan Period X X X X X

T Identification I I I I I I I I
A ID Serial Number X X X X X X X X

Date I
R Time X X X X X X X X
A Fault X
D Latency P
A Pre-Ex Data I
R Post-Ex Data P

Antenna Pat Head I I I I I
Antenna Pat Data I I I I

Mode Count I I I I I
Mode Data I I I I I

Mode Serial Number X X X X X X
Detection X X X

Verified Inject X
Verified Emit X

Position X X X X X X X
Orientation X X X X X X X

Boresight Angle X X X X X



92

S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

T Identification I I I I I I I I I I I I I
T ID Serial Number X X X X X X X X X X X X X

Date I
R Time X X X X X X X X X X X X X
A Fault X
D Latency P
A Pre-Ex Data I
R Post-Ex Data P

Antenna Pat Head I I I I I
Antenna Pat Data I I I I
Boresight Angle X X X X X

Mode Count I I I I I
Mode Data I I I I I

Mode Serial Number X X X X X X
Detection X

Verified Inject X
Verified Emit X

Position X X X X X X
Orientation X X X X X X

Boresight Angle X X X X X X
Servo Error X

Track Status X
Track Error X
J to S Ratio X X X X X
S to C Ratio X X X X X

Op Command X X X X X X
Op Response X X X
Engage Result X X X X
Miss Distance X
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

A Identification I I I I I I I I I I I I I
I ID Serial Number X X X X X X X X X X X X X

Date I
R Time X X X X X X X X X X X X X
A Fault X
D Latency P
A Pre-Ex Data I
R Post-Ex Data P

Antenna Pat Head I I I I I
Antenna Pat Data I I I I

Mode Count I I I I I
Mode Data I I I I I

Mode Serial Number X X X X X X
Detection X

Verified Inject X
Verified Emit X

Platform Serial # X X X X X X
Boresight Angle X X X X X X

Servo Error X
Track Status X
Track Error X
J to S Ratio X X X X X
S to C Ratio X X X X X

Op Command X X X X X X
Op Response X X X
Engage Result X X X X
Miss Distance X
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

M Identification I I I I I I I I
W ID Serial Number X X X X X X X X

Date I
R Time X X X X X X X X
A Fault X
D Latency P
A Pre-Ex Data I
R Post-Ex Data P

Antenna Pat Head I I I I I
Antenna Pat Data I I I I

Mode Count I I I I I
Mode Data I I I I I

Mode Serial Number X X X X X X
Detection X X X

Verified Inject X
Verified Emit X

Platform Serial # X X X X X X
Boresight Angle X X X X X

C Identification I I I I I
G ID Serial Number X X X X X

Date I
M Time X X X X X
I Fault X
S Latency P
S Pre-Ex Data I
L Post-Ex Data P

AI/TTR Serial # X
Position X X X X

Orientation X X X X
Armed X X X X

Launch Status X X X X
Target Locked X X X X
Op Response X

Power (Beacon) I I X
Sensitivity (Beacon) I I X
RCS Table Count I
RCS Table Head I I
RCS Table Data I
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

A Identification I I I I I I
C ID Serial Number X X X X X X
T Date I

Time X X X X X X
M Fault X
I Latency P
S Pre-Ex Data I
S Post-Ex Data P
I AI/TTR Serial # X X
L Position X X X X X
E Orientation X X X X X

Armed X X X X
Launch Status X X X X
Target Locked X X X X
Op Response X

RCS Table Count I
RCS Table Head I I
RCS Table Data I

S Identification I I I I I I
A ID Serial Number X X X X X X

Date I
M Time X X X X X X
I Fault X
S Latency P
S Pre-Ex Data I
L Post-Ex Data P
I AI/TTR Serial # X X
L Position X X X X
E Orientation X X X X

Armed X X X X
Launch Status X X X X
Target Locked X X X X
Op Response X

RCS Table Count I
RCS Table Head I I
RCS Table Data I
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

A Identification I I I I
R ID Serial Number X X X X
T Date I
I Time X X X X
L Fault X
L Latency P
E Pre-Ex Data I
R Post-Ex Data P
Y AI/TTR Serial # X

Position X X X
Orientation X X X

Armed X X X X
Launch Status X X X X
Target Locked X X X X
Op Response X

P Identification I I I I I I I I I I I I I I I I
L ID Serial Number X X X X X X X X X X X X X X X X
A Date I
T Time X X X X X X X X X X X X X X X X
F Fault X
O Latency P
R Pre-Ex Data I
M Post-Ex Data P

Position X X X X X X X X X X X X X X X
Orientation X X X X X X X X X X X X X X X

RCS Table Count I I I I I I I I
RCS Table Head I I I I I I I I I
RCS Table Data I I I I I I I I

Reflect Count I
Reflect Head I I
Reflect Data I

Chaff Dispense X X X X X X X X
Op Command X X X X X X X
Op Response X X X X
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

R Identification I I I I I I I I I
W ID Serial Number X X X X X X X X X
R Date I

Time X X X X X X X X X
Fault X

Latency P
Pre-Ex Data I
Post-Ex Data P

Platform Serial # X X X X X X X X X
Verified Inject X

Warning X X

M Identification I I I I I I I I I
W ID Serial Number X X X X X X X X X
R Date I

Time X X X X X X X X X
Fault X

Latency P
Pre-Ex Data I
Post-Ex Data P

Platform Serial # X X X X X X X X X
Verified Inject X

Warning X X
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S U B S C R I B E R S

EW
RAD

GCI
RAD

HF
RAD

TA
RAD

TT
RAD

AI
RAD

MW
RAD

CG
MIS

ACT
MIS

SA
MIS

ART PLAT
FORM

RWR MWR JAM TOW
JAM

CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

J Identification I I I I I I I I I
A ID Serial Number X X X X X X X X X
M Date I
M Time X X X X X X X X X
E Fault X
R Latency P

Pre-Ex Data I
Post-Ex Data P
Mode Count I I I I I I I I
Mode Data I I I I I I I I

Mode Serial Number X X X X X X X X X
Power X X X X X X X X

Platform Serial # X X X X X X X X
Image Source X X X
Verified Inject X
Verified Emit X

ECM TX Count I I I I I I I I
ECM TX Head I I I I I I I I I
ECM TX Data I I I I I I I I

T Identification I I I I I I I I I
O ID Serial Number X X X X X X X X X
W Date I
E Time X X X X X X X X X
D Fault X

Latency P
J Pre-Ex Data I
A Post-Ex Data P
M Mode Count I I I I I I I I
M Mode Data I I I I I I I I
E Mode Serial Number X X X X X X X X X
R Power X X X X X X X X

Platform Serial # X X X X X X X X
Image Source X X X
Verified Inject X
Verified Emit X

ECM TX Count I I I I I I I I
ECM TX Head I I I I I I I I I
ECM TX Data I I I I I I I I
Position Offset I I I I I I I I
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CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

C Identification I I I I I I
C ID Serial Number X X X X X X
C Date I

Time X X X X X X
Fault X

Latency P
Pre-Ex Data I
Post-Ex Data P
Op Command X X X X X X
Op Response X X X

C Identification I I I I I I I I
O ID Serial Number X X X X X X X X
M Date I
M Time X X X X X X X X

Fault X
E Latency P
C Pre-Ex Data I
M Post-Ex Data P

Detection X X
Op Command X X X X X X X
Op Response X X X X X
Launch Status X X X
Target Locked X
Engage Result X X X

E Identification I
N ID Serial Number X
V Date I

Time X
M Fault X
O Latency P
N Pre-Ex Data I

Post-Ex Data P
Verified X
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CCC COMM
ECM

ENV
MON

FAC
CONT

TEST
DIR

F Identification I
A ID Serial Number X
C Time X

Fault X
C Latency P
O Pre-Ex Data I
N Post-Ex Data P

Director Command X
Director Response X

T Identification I I I I I I I I I I I I I I I
E ID Serial Number X X X X X X X X X X X X X X X
S Time X X X X X X X X X X X X X X X
T Pre-Ex Data I I I I I I I I I I I I I I I

Post-Ex Data P P P P P P P P P P P P P P P
D Director Command X X X X X X X X X X X X X X X X
I Director Response X X X X X X X X X X X X X X X X
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